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2.1 JOINT DISTRIBUTION 

 
Two Dimensional Random variables: 

 
Let 𝑆 be the sample space. Let 𝑋 = 𝑋(𝑠) and 𝑌 = 𝑌(𝑠) be two functions each 

assigning a real number to each outcome s ∈ S . Then (𝑋, 𝑌) is a two dimensional 

random variable. 

Types of Random Variables: 

 
(i) Discrete Random Variables 

 
(ii) Continuous random variables 

 
Discrete random Variables: 

 
Two Dimensional Discrete Random variable 

 
If the possible values (𝑋, 𝑌) are finite, then (𝑋, 𝑌) is called a two – dimensional 

discrete random variable and it can be represented by (𝑥𝑖, 𝑦𝑗), 𝑖 = 1, 2, . . . , 𝑛; 𝑗 = 

1,2, . . . , 𝑚 

Two Dimensional Continuous Random variable 

 
If (𝑋, 𝑌) can take all the values in a region 𝑅 in the 𝑋𝑌 plane, then (𝑋, 𝑌) is called a 

two – dimensional continuous random variable. 
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Discrete Random variables: 

 
In the study of two dimensional discrete random variables we have the following 5 

important terms. 

(i) Joint Probability function (or) Joint Probability mass function (PMF) 

 
(ii) Joint Probability distribution 

 
(iii) Marginal probability function of X 

 
(iv) Marginal probability function of Y 

(v)Conditional Probability function 

Joint Probability Function (or) Joint Probability mass function 

 
Let 𝑋, 𝑌 be a two dimensional discrete random variable for each possible outcome 

(𝑋𝑖  , 𝑌𝑗)  .  We  associate  a  number  𝑃(𝑋𝑖  , 𝑌𝑗)  representing  [𝑋 =  𝑥𝑖  , 𝑌 =  𝑦𝑗]  and 

satisfies the following conditions 

i) 𝑃[𝑥𝑖, 𝑦𝑗] ≥ 0 

 
ii) ∑ ∑ 𝑝( 𝑥𝑖 , 𝑦𝑗) = 1 

 
The function 𝑃[𝑥𝑖, 𝑦𝑗] is called joint probability mass function of 𝑥 , 𝑦 

 
Conditional distribution of 𝑿 given 𝒀 
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𝑃[𝑋 = 𝑥 ⁄𝑌 = 𝑦 ] =  
𝑃[𝑋= 𝑥𝑖∩𝑌 = 𝑦𝑗]

 
𝑖 𝑗 𝑃[𝑌= 𝑦𝑗] 

 
 

= 
𝑃[𝑋=  𝑥𝑖,𝑌 = 𝑦𝑗] 

𝑃[𝑌= 𝑦𝑗] 
 
 

𝑃[𝑌 = 𝑦 ⁄𝑋 = 𝑥 ] = 
𝑃[𝑌= 𝑦𝑗∩𝑋= 𝑥𝑖]

 
𝑗 𝑖 𝑃[𝑋= 𝑥𝑖] 

 

= 
𝑃[𝑋=  𝑥𝑖,𝑌 = 𝑦𝑗] 

𝑃[𝑋= 𝑥𝑖] 
 

Test of independent: 

 
𝑃[𝑋 = 𝑥𝑖 , 𝑌 = 𝑦𝑗] = 𝑃[𝑋 = 𝑥𝑖], 𝑃[ 𝑌 = 𝑦𝑗 ] 

 
Problems on Marginal distribution: 

 
1. The joint probability marginal function of X , Y is given by 𝑷(𝒙𝒚) = 

 
𝑲( 𝟐𝒙 + 𝟑𝒚), 𝒙 = 𝟎, 𝟏, 𝟐 , 𝒚 = 𝟏, 𝟐, 𝟑 find K. Find all the marginal 

distribution and conditional probability distribution . Also probability 

distribution X + Y. 

Solution: 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451 PROBABILITY AND RANDOM PROCESSES 
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5K 8K 11K 24K 
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15K 24K 33K 72K 

 

0 
 
 

1 
 
 

2 
 

 
∑ 𝑦 

 

 

 

 

 

1 2 3 ∑ 𝑥 
 
 

 
 
 

We know that ∑ ∑ 𝑃(𝑥, 𝑦) = 1 

 
⇒ 72𝐾 = 1 ⇒ 𝐾 =   

1
 

72 
 

Marginal distribution 
 

 

 
 

 

X 

 

0 

 

1 

 

2 

 

P(X) 

 

18 
 

24 
 

30 

 72 72 72 
 

 

 

Y 

 

1 

 

2 

 

3 

 

P(Y) 

 

15 
 

24 
 

33 

 
 

72 72 72 
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Conditional distribution at 𝒙 given 𝒚 
 

𝑃[𝑋 = 0/𝑌 = 1] = 
𝑃[𝑋= 0,𝑌= 1] 

= 
3⁄72   = 

1
 

𝑃[𝑌= 1] 15⁄72 5 

 

𝑃[𝑋 = 2/𝑌 = 2] = 
𝑃[𝑋= 2,𝑌= 2] 

=   
6⁄72   = 

1
 

   

𝑃[𝑌= 2] 24⁄72 4 

 

𝑃[𝑋 = 0/𝑌 = 3] = 
𝑃[𝑋= 0,𝑌= 3] 

= 
9⁄72 = 

3
 

𝑃[𝑌= 3] 33⁄72 11 

 

𝑃[𝑋 = 1/𝑌 = 1] = 
𝑃[𝑋= 1,𝑌= 2] 

=   
5⁄72   = 

1
 

   

𝑃[𝑌= 1] 15⁄72 3 

 

𝑃[𝑋 = 1/𝑌 = 2] = 
𝑃[𝑋= 1,𝑌= 2] 

=   
8⁄72   = 

1
 

   

𝑃[𝑌= 2] 24⁄72 3 

 

𝑃[𝑋 = 1/𝑌 = 3] = 
𝑃[𝑋= 1,𝑌= 3] 

= 
11⁄72 = 

1
 

   

𝑃[𝑌= 3] 33⁄72 3 

 

𝑃[𝑋 = 2/𝑌 = 1] = 
𝑃[𝑋= 2,𝑌= 1] 

=   
7⁄72   =   

7
 

   

𝑃[𝑌= 1] 15⁄72 15 

 

𝑃[𝑋 = 2/𝑌 = 2] = 
𝑃[𝑋= 2,𝑌= 2] 

= 
10⁄72 =   

5
 

   

𝑃[𝑌= 2] 24⁄72 12 

 

𝑃[𝑋 = 2/𝑌 = 3] = 
𝑃[𝑋= 2,𝑌= 3] 

= 
13⁄72 = 

13
 

𝑃[𝑌= 3] 33⁄72 33 

 

Conditional distribution at 𝒚 given 𝒙 
 

𝑃[𝑌 = 1/𝑋 = 0] = 
𝑃[𝑌= 1,𝑋= 0] 

=   
3⁄72   = 

1
 

   

𝑃[𝑋= 0] 18⁄72 6 
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𝑃[𝑌 = 1/𝑋 = 1] = 
𝑃[𝑌= 1,𝑋= 1] 

=   
5⁄72   =   

5
 

   

𝑃[𝑋= 1] 24⁄72 24 

 

𝑃[𝑌 = 1/𝑋 = 2] = 
𝑃[𝑌= 1,𝑋= 2] 

= 
7⁄72   =   

7
 

𝑃[𝑋=2] 30⁄72 30 

 

𝑃[𝑌 = 2/𝑋 = 0] = 
𝑃[𝑌= 2,𝑋= 0] 

=   
6⁄72   = 

1
 

   

𝑃[𝑋= 0] 18⁄72 3 

 

𝑃[𝑌 = 2/𝑋 = 1] = 
𝑃[𝑌= 2,𝑋= 1] 

=   
8⁄72   = 

1
 

   

𝑃[𝑋= 1] 24⁄72 3 

 

𝑃[𝑌 = 2/𝑋 = 2] = 
𝑃[𝑌= 2,𝑋= 2] 

= 
10⁄72 = 

1
 

   

𝑃[𝑋= 2] 30⁄72 3 

 

𝑃[𝑌 = 3/𝑋 = 0] = 
𝑃[𝑌= 3,𝑋= 0] 

= 
9⁄72 = 

1
 

   

𝑃[𝑋= 0] 18⁄72 2 

 

𝑃[𝑌 = 3/𝑋 = 1] = 
𝑃[𝑌= 3,𝑋= 1] 

= 
11⁄72 = 

11
 

   

𝑃[𝑋= 1] 24⁄72 24 

 

𝑃[𝑌 = 3/𝑋 = 2] = 
𝑃[𝑌= 3,𝑋= 2] 

= 
13⁄72 = 

13
 

𝑃[𝑋= 2] 30⁄72 30 

 

Distribution of 𝒙 + 𝒚 
 

 

1 𝑃01 
3⁄72 

2 𝑃02 + 𝑃11 11⁄72
 

3 𝑃03 + 𝑃12 + 𝑃21 24⁄72
 

4 𝑃13 + 𝑃22 21⁄72
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5 𝑃23 13⁄72
 

 
 
 

2. The joint distribution of X and Y is given by 𝒇(𝒙, 𝒚) = 
𝒙+𝒚 

, 𝒙 = 𝟏, 𝟐, 𝟑 ; 𝒚 = 
𝟐𝟏 

 

𝟏, 𝟐. 

 
Find the marginal distributions. 

Solution: 

Given 𝑓(𝑥, 𝑦) = 
𝑥+𝑦 

, 𝑥 = 1,2,3 ; 𝑦 = 1,2 
21 

 

⇒ 𝑓(1,1) =   
2

 
21 

 

⇒ 𝑓(1,2) = 
3

 
21 

 

⇒ 𝑓(2,1) =   
3 

, 
21 

 

⇒ 𝑓(2,2) =   
4 

, 
21 

 

⇒ 𝑓(3,1) =   
4 

, 
21 

 

⇒ 𝑓(3,2) =   
5

 
21 

 

The marginal distributions are given in the table. 
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 X 𝑃𝑌(𝑦) 
= 𝑃(𝑌 = 𝑦) 

1 2 3 

 1 2 3 4 9 
Y  

 
 

21 
P(1,1) 

 
 

21 
P(2,1) 

 

21 
P(3,1) 

 
 

21 

 2 3 4 5 12 
  21 21 

 

21 21 
  P(1,2) P(2,2) P(3,2) P(1,1) 

 5 7 9  

𝑃𝑋(𝑥) 
 

 

21 
 

 

21 
 

 

21 1 

= 𝑃(𝑋 = 𝑥)     

 

 

 

The marginal distribution of X 
 

 

𝑃𝑋 (1) = 𝑃(𝑋 = 1) = 5 
21 

 
, 𝑃𝑋 

(2) = 𝑃(𝑋 = 2) = 7 
21 

 
, 𝑃𝑋 

(3) = 𝑃(𝑋 = 3) = 9 
21 

 

The marginal distribution of Y 
 

 

𝑃𝑌 (1) = 𝑃(𝑌 = 1) = 9 
21 

 
, 𝑃𝑌 

(2) = 𝑃(𝑌 = 2) = 12 
21 
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2. 3. Covariance 

 
If 𝑋 and 𝑌 are random variables, then covariance between 𝑋 and 𝑌 is defined as 

 
𝐶𝑜𝑣 ( 𝑋, 𝑌) = 𝐸{[𝑋 − 𝐸(𝑋)][𝑌 − 𝐸(𝑌)]} 

 
= 𝐸{𝑋𝑌 − 𝑋𝐸(𝑌) − 𝐸(𝑋)𝑌 + 𝐸(𝑋)𝐸(𝑌)} 

 
= 𝐸(𝑋𝑌) − 𝐸(𝑋)𝐸(𝑌) − 𝐸(𝑋)𝐸(𝑌) + 𝐸(𝑋)𝐸(𝑌) 

 
𝐶𝑜𝑣 ( 𝑋, 𝑌) = 𝐸(𝑋𝑌) – 𝐸(𝑋). 𝐸(𝑌) . . . (A) 

 
If 𝑋 and 𝑌 are independent then 𝐸(𝑋𝑌) = 𝐸(𝑋)𝐸(𝑌) . . . (B) 

Sub (B) in (A), we get 𝐶𝑜𝑣 (𝑋, 𝑌) = 0 

Therefore, if 𝑋 and 𝑌 are independent then 𝐶𝑜𝑣 (𝑋, 𝑌) = 0 

 
Correlation: 

 
If the change in one variable affects a change in the other variable, the variables are 

said to be correlated. 

Two types of correlations are Positive correlation, Negative correlation 

 
Positive Correlation: 

 
If the two variables deviate in the same direction 

 
Eg: Height and Weight of a group of persons, Income and Expenditure. 
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Negative Correlation: 

 
If the two variables constantly deviate in opposite directions. 

 
Eg: Price and Demand of a commodity, the correlation between volume and pressure 

of a perfect gas. 

Measurement of Correlation: 

 
We can measure the correlation between the two variables by using Karl – Pearson’s 

coefficient of correlation. 

Karl - Pearson’ s coefficient of correlation 

 
Correlation coefficient between two random variables 𝑋 and 𝑌, usually denoted by 

 
𝑟(𝑋, 𝑌) = 

𝐶𝑂𝑉(𝑋,𝑌) 

𝜎𝑋.𝜎𝑌 

 

Where 𝐶𝑂𝑉(𝑋, 𝑌)  = 
1 

∑ 𝑋𝑌 −  𝑋̅ 𝑌̅ 
𝑛 

 

 
 

𝜎𝑋 = √
1 

∑ 𝑋2 − 
𝑛 

̅𝑋̅̅2̅  , 𝑋̅   = 
∑ 𝑋 

𝑛 
 
 
 

 

𝜎𝑌 = √
1 

∑ 𝑌2 − 
𝑛 

̅𝑌̅̅2̅  , 𝑌̅   = 
∑ 𝑌 

𝑛 
 
 

(𝑛 is the number of items in the given data) 
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Note: 

 
1. Correlation coefficient may also be denoted by 𝜌(𝑋, 𝑌)𝑜𝑟 𝜌𝑋𝑌 

 
2. If 𝜌(𝑋, 𝑌) = 0, We say that X and Y are uncorrelated. 

 
3. Correlation coefficient does not exceed unity. 

 
Note: 

 
Types of correlation based on ‘𝑟’ 

 

 

Value of ‘𝑟’ Correlation is said to be 

𝑟 = 1 Perfect and positive 

0 < 𝑟 < 1 Positive 

−1 < 𝑟 < 0 Negative 

𝑟 = 0 Uncorrelated 

 
 

 

Problems under Correlation 

 
1. Calculate the correlation coefficient for the following heights (in inches) of 

father 𝑿 and their sons 𝒀. 

 

X 65 66 67 67 68 69 70 72 

Y 67 68 65 68 72 72 69 71 
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Solution: 
 

 

X Y XY X2 Y2 

65 67 4355 4225 4489 

66 68 4488 4356 4624 

67 65 4355 4489 4225 

67 68 4556 4489 4624 

68 72 4896 4624 5184 

69 72 4968 4761 5184 

70 69 4830 4900 4761 

72 71 5112 5184 5041 

∑(𝑋) = 544 ∑(𝑌) = 552 ∑(𝑋𝑌) = 37560 ∑(𝑋2) = 37028 ∑(𝑌2) = 38132 

 

 

 

𝑋̅ = 544 = 68 ,  𝑌̅ = 552 = 69 
8 8 

 

𝑋̅ 𝑌̅ = 68 𝑋 69 = 4692 
 

 
 

𝜎𝑋 = √
1 

∑ 𝑋2 − 
𝑛 

̅𝑋̅̅2̅ = 2.121 

 

 
 

 

𝜎𝑌 = √
1 

∑ 𝑌2 − 
𝑛 

̅𝑌̅̅2̅ = 2.345 
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𝑟(𝑋, 𝑌) = 

 

𝐶𝑂𝑉(𝑋,𝑌) 
 

 

𝜎𝑋.𝜎𝑌 

1 
∑ 𝑋𝑌− 𝑋̅𝑌̅ 

= 𝑛  

𝜎𝑋.𝜎𝑌 

1
37560−4692 

= 8 = 0.6031 
2.121 𝑋 2.345 

 

Find the correlation coefficient between industrial production and export 

using the following data: 

 

Production 

(X) 

55 56 58 59 60 60 62 

Export (Y) 35 38 37 39 44 43 44 

 

 
Solution: 

 

 

 

U V 𝑼 = 𝑿 − 𝟓𝟖 𝑽 = 𝒀 − 𝟒𝟎 UV U2 V2 

55 35 -3 -5 15 9 25 

56 38 -2 -2 4 4 4 

58 37 0 -3 0 0 9 

59 39 1 -1 -1 1 1 

60 44 2 4 8 4 16 

60 43 2 3 6 4 9 

62 44 4 4 16 16 16 

  
∑(𝑈) = 4 ∑(𝑉) = 0 ∑(𝑈𝑉) 

 
= 48 

∑(𝑈2) 

 
= 38 

∑(𝑉2) 

 
= 80 
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Now 𝑈̅ =  
∑ 𝑈  

=  
4  

= 0.5714 
𝑛 7 

 

𝑉̅  =  
∑ 𝑉  

=  0 
𝑛 

 

𝐶𝑜𝑣 (𝑈, 𝑉) = 
∑ 𝑈𝑉  

−  𝑈̅𝑉̅ = 6.857 
𝑛 

 

 
 

𝜎𝑋 = √
1 

∑ 𝑈2 − 
𝑛 

̅𝑈̅̅2̅ = 2.2588 

 

 
 

 

𝜎𝑌 = √
1 

∑ 𝑉2 − 
𝑛 

̅𝑉̅̅2̅ = 3.38 

 
 

 

𝑟 (𝑈, 𝑉) = 

 

𝐶𝑂𝑉(𝑈,𝑉) 
 

 

𝜎𝑈.𝜎𝑉 

1 
∑ 𝑈𝑉− 𝑈̅𝑉̅ 

= 𝑛 = 0. 898 
𝜎𝑈.𝜎𝑉 

 
𝒙𝒚 

 
 

3. Two R.V.’S 𝑿 and 𝒀 have joint p.d.f of 𝒇(𝒙, 𝒚) = {𝟗𝟔 
𝟎 < 𝒙 < 𝟒, 𝟏 < 𝒚 < 𝟓 

𝟎 𝒆𝒍𝒔𝒆𝒘𝒉𝒆𝒓𝒆 
 

Find (i) 𝑬(𝑿) (ii) 𝑬(𝒀) (iii) 𝑬(𝑿𝒀) (iv) 𝑬( 𝟐𝑿 + 𝟑𝒀 ) (v) 𝑽𝒂𝒓(𝑿) (vi)𝑽𝒂𝒓(𝒀) (vii) 

 

𝑪𝒐𝒗(𝑿, 𝒀) 
 
 
 
 
 

 
Solution: 

 

 (i) 𝐸(𝑋) = ∞ ∞ 𝑥 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
∫

−∞ 
∫

−∞ 

 

= 5 4 𝑥 
𝑥𝑦 

𝑑𝑥𝑑𝑦 
∫1 ∫0 96
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5 4 

 

= 1 5 4 𝑥2𝑦𝑑𝑥𝑑𝑦 

96 
∫1 ∫0 

 

=  
1 5 𝑥3 

4
 

96 
∫1 

𝑦( )0 𝑑𝑦 
3 

 

 
64 5 2  y 2 

5 

24 = 
288 

∫1 𝑦 𝑑𝑦 = 9 
 

2 
   =  

9 

 1 

(ii) 𝐸(𝑌) = ∞ ∞ 𝑦 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
∫

−∞ 
∫

−∞ 

= 5 4 𝑦 
𝑥𝑦 

𝑑𝑥𝑑𝑦 
∫1 ∫0 

= 
1 5 

96 

4 𝑥𝑦2𝑑𝑥𝑑𝑦 

96 
∫1 ∫0 

1 5 2 𝑥2 4 

= 
96 

∫1 
𝑦 ( )  𝑑𝑦 

2 0 

= 
1 5 

𝑦2 (42 − 0)𝑑𝑦 
96 (2) 

∫1 

16  y 3 
5 

124 = 
192 

 
3 

   = 
36 

 1 

⇒ 𝐸(𝑌) = 
31

 
9 

(iii) 𝐸(𝑋𝑌) = ∞ ∞ 𝑥𝑦 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
∫

−∞ 
∫

−∞ 

= ∫1 ∫0 

 
 

𝑥𝑦 
𝑥𝑦 ( )𝑑𝑥𝑑𝑦 

96 
 

= 1 5 4 𝑥2𝑦2𝑑𝑥𝑑𝑦 

96 
∫1 ∫0 
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1 

5 

0 

 

=  
1 5 2  𝑥3 

4 

96 
∫1 

𝑦 ( 
3 

)0 𝑑𝑦 

 

= 
1 

96 (3) 
∫

5 
𝑦2 (43 − 0)𝑑𝑦 

 
 

64 5 2  y 3 
5

 
 

248 
= ∫ 𝑦2 𝑑𝑦 =     = 

288 1 9  3 1 
27 

 

 

⇒ 𝐸(𝑋𝑌) = 
248 

 
 

27 
 
 

(iv) 𝐸[2𝑋 + 3𝑌] = 2 𝐸[𝑋] + 3 𝐸[𝑌] 
 
 

= 2( 
8 31 
) + 3( ) 

3 9 
 

= 
16+31 

= 
47 

3 3 

 

(v) 𝑉𝑎𝑟(𝑋) = E(X2) – [E(X)]2 
 

 Now, 𝐸(𝑋2) = ∞ ∞ 𝑥2 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
∫

−∞ 
∫

−∞ 

 

= ∫1 ∫
4 

𝑥2 

 
𝑥𝑦 

( )𝑑𝑥𝑑𝑦 
96 

 

= 
1 5 4 𝑥3𝑦𝑑𝑥𝑑𝑦 

96 
∫1 ∫0 

 
4 =  

1 5 
𝑦(

𝑥 
)4 𝑑𝑦 

96 
∫1 4 0 

 

= 1 5 𝑦 (44 − 0)𝑑𝑦 
96 (4) 

∫1 
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) 
2 

5 

0 

 
 

= 
256 5 𝑦 𝑑𝑦 = 2  y25 = 

24 
= 8 

384 
∫1 3   2 1 3 

 
 

⇒ 𝐸(𝑋2) = 8 
 
 

𝑉𝑎𝑟 (𝑋 ) = E (𝑋2) − [𝐸(𝑋)]2 = 8 − (
8 

= 
8

 
3 9 

 
 

𝜎2 = 
8 

⇒ 𝜎 = 
√8

 
𝑋 9 𝑋 3 

 
𝐸(𝑌2) = ∞ ∞ 𝑦2 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 

∫
−∞ 

∫
−∞ 

 

= ∫1 ∫
4 

𝑦2 

 
𝑥𝑦 

( )𝑑𝑥𝑑𝑦 
96 

 

= 
1 5 4 𝑥𝑦3𝑑𝑥𝑑𝑦 

96 
∫1 ∫0 

 
2 =  

1 5 
𝑦3(

𝑥 
)4 𝑑𝑦 

96 
∫1 2 0 

 

= 1 5 𝑦3 (42 − 0)𝑑𝑦 
96 (2) 

∫1 

 

=  
16 5 

𝑦3 𝑑𝑦 
192 

∫1 

 
 y

4 
5

 

= 
1   = 

624 
= 13 

12  4  48 
 1 

 
 

⇒ 𝐸(𝑌2) = 13 

 
(vi) 𝑉𝑎𝑟 (𝑌 ) = E (𝑌2) − [𝐸(𝑌)]2 
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) 

 

= 13 – (31 2 
9 

 

= 
92 

81 
 

𝜎2 = 
92 

⇒ 𝜎 = 
√92 

𝑌 81 𝑌 9 
 

(vii) 𝐶𝑜𝑣 (𝑋, 𝑌) = 𝐸 (𝑋𝑌) – 𝐸(𝑋) . 𝐸(𝑌) 
 

= 
248 − 
27 

248 
= 0

 

27 
 

4. If the independent random variables 𝑿 and 𝒀 have the variances 36 and 16 

respectively, find the correlation coefficient between 𝑿 + 𝒀 and 𝑿 − 𝒀 

Solution: 

 
Given that 𝑉𝑎𝑟 (𝑋 ) = 36, 𝑉𝑎𝑟 (𝑌 ) = 16. Since X and Y are independent, 

 
𝐸(𝑋𝑌 ) = 𝐸(𝑋) . 𝐸(𝑌) 

 
Let 𝑈 = 𝑋 + 𝑌 and 𝑉 = 𝑋 – 𝑌 

 
𝑉𝑎𝑟 (𝑈 ) = 𝑉𝑎𝑟 ( 𝑋 + 𝑌 ) 

 
= 12𝑉𝑎𝑟 (𝑋) + 12𝑉𝑎𝑟( 𝑌 ) 

 
( ∵ 𝑉𝑎𝑟 ( 𝑎 𝑋 + 𝑏 𝑌) = a2 𝑉𝑎𝑟(𝑋) + b2 𝑉𝑎𝑟 (𝑌) ) 

 
= 36 + 16 = 52 

 

𝜎𝑈 = √52 
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𝑉𝑎𝑟 (𝑉 ) = 𝑉𝑎𝑟 ( 𝑋 − 𝑌 ) 

 
= 12𝑉𝑎𝑟 (𝑋) + (−1)2𝑉𝑎𝑟( 𝑌 ) 

 
( ∵ 𝑉𝑎𝑟 ( 𝑎 𝑋 + 𝑏 𝑌) = 𝑎2 𝑉𝑎𝑟(𝑋) + 𝑏2 𝑉𝑎𝑟 (𝑌) ) 

 
= 36 + 16 = 52 

 

𝜎𝑉 = √52 

 
𝐶𝑜𝑣 (𝑈, 𝑉) = 𝐸(𝑈𝑉)– 𝐸(𝑈). 𝐸(𝑉) … (1) 

 
𝐸(𝑈𝑉) = 𝐸 [(𝑋 + 𝑌) (𝑋 − 𝑌)] 

 
= E [ X2 – Y2] 

 
= E (X2) – E(Y2) . . . (2) 

 
𝐸(𝑈) = 𝐸(𝑋 + 𝑌) = 𝐸(𝑋) + 𝐸(𝑌) . . . (3) 

 
𝐸(𝑉) = 𝐸( 𝑋 – 𝑌) = 𝐸(𝑋) – 𝐸(𝑌) . . . (4) 

Substituting (2), (3), (4) in (1) we get 

𝐶𝑜𝑣(𝑈, 𝑉) = 𝐸(𝑋2)– 𝐸(𝑌2)– [𝐸(𝑋) + 𝐸(𝑌)][𝐸(𝑋)– 𝐸(𝑌)] 
 

= E (X2) – E(Y2) – [E(X)]2 + [E(Y)]2 – E(X)E(Y) + E(X)E(Y) 

 
= {E(X2) – [E(X)]2} – { E(Y2) – [E(Y)]2} 

 
= 𝑉𝑎𝑟(𝑋) – 𝑉𝑎𝑟(𝑌) 
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0 

0 

1 

1 

1 

 
 

𝐶𝑜𝑣 (𝑈, 𝑉) = 36 – 16 = 20 
 

Hence 𝜌(𝑈, 𝑉) = 
𝐶𝑜𝑣(𝑈,𝑉) 

= 20 = 
20 

= 
5 

𝜎𝑈𝜎𝑉 √52√52 52 13 

 

5. If the joint pdf of ( X,Y) is given by 𝒇(𝒙, 𝒚) = 𝒙 + 𝒚 , 𝟎 ≤ 𝒙, 𝒚 ≤ 𝟏, 𝒇𝒊𝒏𝒅 
 

𝝆𝑿𝒀 

 
Solution: 

 
Given 𝑓(𝑥, 𝑦) = 𝑥 + 𝑦, 0 ≤ 𝑥, 𝑦 ≤ 1 

 

 Now, 𝐸(𝑋𝑌) = ∞ ∞ 𝑥𝑦 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
∫

−∞ 
∫

−∞ 

 
 

1 

= ∫1 ∫ 𝑥𝑦 (𝑥 + 𝑦)𝑑𝑥𝑑𝑦 
 

= ∫1 

 
1 

∫0 
(𝑥 2𝑦 + 𝑥𝑦2 

 

)𝑑𝑥𝑑𝑦 
 

= 
1  𝑥3𝑦 𝑥2𝑦2    1 

∫1 
[ 

3 
+ ] 𝑑𝑦 

2 0 
 
 

𝑦 

∫1 
[

3 
+ 

𝑦2

] 𝑑𝑦 
2 

 
 

𝑦2 

= [ 
6 

+ 
𝑦3

] 
6   0 

 

= 
1 

+ 
1 

= 
1 

6 6 3 
 

 

Marginal pdf of 𝑋 is 𝑓(𝑥) = ∫
1 

𝑓(𝑥, 𝑦)𝑑𝑦 

= 

1 
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0 

0 

0 

−∞ 

 

= ∫
1
(𝑥 + 𝑦)𝑑𝑦 

 
 

 

= [𝑥𝑦 + 
𝑦2  1 

] 
2   0 

 

1 ( ) 
= (𝑥 + ) − 

2 
0 + 0 

 

= (𝑥 + 
1

 
2 

 

 

Marginal pdf of 𝑌 is 𝑓(𝑦) = ∫
1 

𝑓(𝑥, 𝑦)𝑑𝑥 
 
 

= ∫
1
(𝑥 + 𝑦)𝑑𝑥 

 
 

𝑥2 

= [ 
2 

1 

+ 𝑥𝑦] 
0 

 

1 ( ) 
= ( + 𝑦) − 

2 
0 + 0 

 

= (𝑦 + 
1

 
2 

 
 
 
 
 

𝐸(𝑋) = ∫
∞

 𝑥𝑓(𝑥)𝑑𝑥 
 
 

1 

= ∫0 𝑥 (𝑥 + 
1 
) 𝑑𝑥 

2 
 
 

1 

= ∫0 

 

(𝑥2 

 
𝑥 

+ ) 𝑑𝑥 
2 

) 

) 
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∫ 

 
 

= [
𝑥3

 

3 
+ 

𝑥2

] 
4   0 

 

= 
1 

+ 
1 

= 
7 

3 4 12 

 

𝐸(𝑌) = 
∞ 

∫
−∞ 𝑦𝑓(𝑦)𝑑𝑦 

 
 

1 

= ∫0 

 

𝑦 (𝑦 + 

 
1 
) 𝑑𝑦 

2 
 
 

1 

= ∫0 

 

(𝑦2 

 
𝑦 

+ ) 𝑑𝑦 
2 

 

= [
𝑦3 

+ 
3 

𝑦2  1 
] 

4   0 

 

= 
1 

+ 
1 

= 
7 

3 4 12 

 

𝐸(𝑋2) = 
∞ 

∫
−∞ 𝑥

2𝑓(𝑥)𝑑𝑥 
 
 

1 

= ∫0 𝑥2 
 

(𝑥 + 

 
1 
) 𝑑𝑥 

2 
 

= 
1 

(𝑥3 + 
𝑥2

) 𝑑𝑥 
0 2 

 
 

= [
𝑥4

 

4 
+ 

𝑥3

] 
3   0 

 

= 
1 

+ 
1 

= 
5 

4 6 12 

 

𝐸(𝑌2) = 
∞ 

∫
−∞ 𝑦

2𝑓(𝑦)𝑑𝑦 

1 

1 
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∫ 

2 

2 

 
 

1 

= ∫0 

 

𝑦2 
 
(𝑦 + 

 
1 
) 𝑑𝑦 

2 
 

= 
1 

(𝑦3 + 
𝑦2

) 𝑑𝑥 
0 2 

 

= [
𝑦4 

+ 
4 

𝑦3  1 
] 

3   0 

 

= 
1 

+ 
1 

= 
5 

4 6 12 
 

𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − [ 𝐸(𝑋)]2 
 
 

=  
5  

− [ 
7 

] = 
11

 

 
𝜎𝑋 

12 12 
 

2 
=  

11 

144 

144 

 

 
 

𝜎𝑋 = √11 

12 
 

𝑉𝑎𝑟(𝑌) = 𝐸(𝑌2) − [ 𝐸(𝑌)]2 
 
 

=  
5  

− [ 
7 

] = 
11

 

 
𝜎𝑌 

12 12 
 

2 
=  

11 

144 

144 

 

 
 

𝜎𝑌 = √11 

12 
 

Correlation coefficient 𝜌(𝑋, 𝑌) = 
𝐶𝑜𝑣(𝑋,𝑌) 

= 
𝐸(𝑋𝑌)−𝐸(𝑋)𝐸(𝑌)

 

𝜎𝑋 𝜎𝑌 𝜎𝑋 𝜎𝑌 
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1
− 

7 
× 

7 
1

 

= 3  12  12 = − 
√11   √11 11 

12 
× 

12 

 

Rank Correlation: 
 

 

𝑟 = 1 − 

 
𝑛 
𝑖=1 𝑑𝑖

2 

𝑛(𝑛2 − 1) 
 

Where 𝑑𝑖 = 𝑥𝑖 − 𝑦𝑖 

 
This formula is called Spearman’s formula for Rank correlation. 

 
Problems on Rank correlation: 

 
1. Find the rank correlation from the following data. 

 

 

X 1 2 3 4 5 6 7 

Rank in y 4 3 1 2 6 5 7 

Solution: 
 

 

X Y 𝑑𝑖 = 𝑥𝑖 − 𝑦𝑖 𝑑𝑖
2 

1 4 -3 9 

2 3 -1 1 

3 1 2 4 

4 2 2 4 

5 6 -1 1 

6 ∑ 
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6 5 1 1 

7 7 0 0 

  
∑ 𝑑𝑖 = 0 ∑ 𝑑𝑖 

2 = 20 

 

 

 

Rank correlation coefficient 
 

 
𝑟 = 1 − 

 
𝑛 
𝑖=1 𝑑𝑖

2 

𝑛(𝑛2−1) 
 

𝑟 = 1 − 
6×20 

7(49−1) 
 

= 1 − 
120 

= 0.6429 
336 

 

2. The ranks of some 16 students in Mathematics and Physics are as follows. 

 

Calculate rank correlation coefficients for proficiency in Mathematics and 

Physics 

 

Rank in Maths 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Rankin Physics 1 10 3 4 5 7 2 6 8 11 15 9 14 12 16 13 

 

 

 

Solution: 

6 ∑ 
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X Y 𝑑𝑖 = 𝑥𝑖 − 𝑦𝑖 𝑑𝑖 
2 

1 1 0 0 

2 10 -8 64 

3 3 0 0 

4 4 0 0 

5 5 0 0 

6 7 -1 1 

7 2 5 25 

8 6 2 4 

9 8 1 1 

10 11 -1 1 

11 15 -4 16 

12 9 3 9 

13 14 -1 1 

14 12 2 4 

15 16 -1 1 

16 13 3 9 

  
∑ 𝑑𝑖 = 0 ∑ 𝑑𝑖

2 = 136 
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Rank correlation coefficient 
 

 
𝑟 = 1 − 

 
𝑛 
𝑖=1 𝑑𝑖

2 

𝑛(𝑛2−1) 
 

𝑟 = 1 − 
6×136 

16(256−1) 
 

= 1 − 
816 

4080 

 

= 0.8 

 

Regression: 

 
Regression is a mathematical measure of the average relationship between two or 

more 

variables in terms of the original limits of the data. 

 
Lines of Regression 

 
If the variables in a bivariate distribution are related we will find that the points in 

the scattered diagram will cluster around some curve called the curve of regression. 

If the curve is a straight line, it is called the line of regression and there is said to be 

linear regression between the variables, otherwise regression is said to be 

curvilinear. 

The line of regression of 𝑌 on 𝑋 is given by 

 

𝒚 − 𝒚̅ = 𝒓. 
𝝈𝒀 

(𝒙 − ̅𝒙) 
𝝈𝑿 

6 ∑ 
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Where 𝑟 is the correlation coefficient, 𝜎𝑌 and 𝜎𝑋 are standard deviations. 

The line of regression of 𝑌 on 𝑋 is given by 

𝒙 − ̅𝒙 = 𝒓. 
𝝈𝒀 

(𝒚 − 𝒚̅) 
𝝈𝑿 

 

Note: 

 
Both the lines of regression passes through the mean (𝑥̅, 𝑦̅) 

 
Angle between two lines of regression 

 
If the equations of lines of regression of Y on X and X on Y are 

 

𝒚 − 𝒚̅ = 𝒓. 
𝝈𝒀 

(𝒙 − ̅𝒙) 
𝝈𝑿 

 

𝒙 − ̅𝒙 = 𝒓. 
𝝈𝒀 

(𝒚 − 𝒚̅) 
𝝈𝑿 

 

The angle 𝜃 between the two lines of regression is given by 
 

 

𝒕𝒂𝒏𝜽 = 
𝟏 − 𝒓𝟐 

( 
𝒓 𝝈 

𝝈𝒀𝝈𝑿 

𝒀
𝟐 + 𝝈𝑿 

 
𝟐) 

 
 
 
 
 

Problems on Regression 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451 PROBABILITY AND RANDOM PROCESSES 

 

 

 

1. From the following data, find (i) the two regression equations (ii) The 

coefficient of correlation between the marks in Economics and Statistics (iii) 

The most likely marks in statistics when marks in Economics are 30. 

 

Marks in 

 

Economics 

25 28 35 32 31 36 29 38 34 32 

Marks in Statistics 43 46 49 41 36 32 31 30 33 39 

 

 

 

Solution: 
 

 

 

X Y 𝑿 − 𝑿̅ 𝒀 − 𝒀̅ ( 𝑿 − 𝑿̅)𝟐 ( 𝒀 − 𝒀̅)𝟐 (𝑿 − 𝑿̅)( 𝒀 − 𝒀̅) 

25 43 -7 5 49 25 -35 

28 46 -4 8 16 64 -32 

35 49 3 11 9 121 33 

32 41 0 3 0 9 0 

31 36 -1 -2 1 4 2 

36 32 4 -6 16 36 -24 

29 31 -3 -7 9 49 21 

38 30 6 -8 36 64 -48 

34 33 2 -5 4 25 -10 
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32 39 0 1 0 1 0 

320 380 0 0 140 398 -93 

 

 

 

Now 𝑋̅ =  
∑ 𝑋  

=  
320  

= 32 
𝑛 10 

 

𝑌̅  =  
∑ 𝑌  

= 
380  

= 38 
𝑛 10 

 

Coefficient of regression of Y on X is 𝑏𝑌𝑋 = 
∑(𝑋−𝑋̅)( 𝑌−𝑌̅) 

∑( 𝑋−𝑋̅)2 

 

= − 
93 

140 

 

= −0.6643 

 

Coefficient of regression of X on Y is 𝑏𝑋𝑌 = 
∑(𝑋−𝑋̅)( 𝑌−𝑌̅) 

∑( 𝑌−𝑌̅)2 

 

= − 
93 

398 

 
= −0.2337 

 
 
 
 
 

Equation of the line of regression of 𝑋 on 𝑌 is  𝑥 − 𝑥̅  = 𝑏𝑋𝑌(𝑦 − 𝑦̅) 

 
⇒ 𝑥 − 32 = −0.2337(𝑦 − 38) 

 
⇒ 𝑥 = −0.2337𝑦 + 0.2337 × 38 + 32 

 
⇒ 𝑥 = −0.2337𝑦 + 40.8806 

 
Equation of the line of regression of 𝑌 on 𝑋 is  𝑦 − 𝑦̅ = 𝑏𝑌𝑋 (𝑥 − 𝑥̅) 
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⇒ 𝑦 − 38 = −0.6642(𝑦 − 38) 

 
⇒ 𝑦 = −0.6642𝑥 + 0.6642 × 32 + 38 

 
⇒ 𝑦 = −0.6642𝑥 + 59.2576 

 
Correlation of coefficient 𝑟2 = 𝑏𝑌𝑋 × 𝑏𝑋𝑌 

 
= −0.6643 × (−0.2337) 

 
= 0.1552 

 

 

𝑟 = ±√0.1552 
 

= ±0.394 

 
Now we have to find the most likely marks in statistics (𝑌) when marks in 

Economics (𝑋) are 30. We use the line of regression of 𝑌 on 𝑋. 

⇒ 𝑦 = −0.6642𝑥 + 59.2576 

 
Put 𝑥 = 30 we get 

 
⇒ 𝑦 = −0.6642 × 30 + 59.2576 

 
⇒ 𝑦 = 39.3286 

 
2. The two lines of regression are 𝟖𝒙 − 𝟏𝟎𝒚 + 𝟔𝟔 = 𝟎, 𝟒𝟎𝒙 − 𝟏𝟖𝒚 − 𝟐𝟏𝟒 = 𝟎. 

 

The variance of 𝑿 is 9. Find (i) the mean value of 𝑿 and 𝒀 (ii) correlation 

coefficient between 𝑿 and 𝒀. 
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Solution: 

 
Since both the lines of regression passes through the mean values 𝑥̅ and 𝑦̅, the point 

 

(𝑥̅, 𝑦̅ ) must satisfy the two given regression lines. 

 
(1) × 5 ⇒ 40𝑥̅ − 50𝑦̅ = −330 

(2) ⇒ 40𝑥̅ − 18𝑦̅ = 214 

Subtracting (1) – (2) we get 

 
⇒ 32𝑦̅ = 544 

 
⇒ 𝑦̅ = 17 

 
Sub 𝑦̅ = 17 in (1) we get, 

 
(1) ⇒ 8𝑥̅ − 10𝑦̅ = −66 

 

⇒ 8𝑥̅ − 10 × 17 = −66 

 
⇒ 8𝑥̅ = −66 + 170 

 
⇒ 𝑥̅ = 13 

 
Hence the mean value ae given by 𝑥̅  = 13 and 𝑦̅ = 17 

 
(ii) Let us suppose that equation (A) is the equation of line of regression of 𝑌 on 𝑋 

and (B) is the equation of the line regression of 𝑋 on 𝑌, we get after rewriting (A) 

and (B) 
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⇒ 10𝑦 = 8𝑥 + 66 
 

⇒ 𝑦 = 
8

 
10 

𝑥 + 
66 

10 

 
8 

⇒ 𝑏𝑌𝑋 = 
10

 

 

⇒ 40𝑥 = 18𝑦 + 214 
 

⇒ 𝑥 = 
18 

𝑦 + 
214 

40 40 
 

⇒ 𝑏𝑋𝑌 = 
18 

40 

 

Correlation of coefficient 𝑟2 = 𝑏𝑌𝑋 × 𝑏𝑋𝑌 

 

= 
8 

× 
18 

= 
9 

10 40 25 

 

𝑟 = ± 
3

 
5 

 

= ±0.6 

 
Since both the regression coefficients are positive, 𝑟 must be positive. 

Hence 𝑟 = 0.6 

Important note: 

 
If we take equation (A) as the line of regression of 𝑋 on 𝑌 we get, 

 
⇒ 8𝑥 = 10𝑦 − 66 
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⇒ 𝑥 = 
10 

𝑦 − 
66

 
8 8 

 

⇒ 𝑏𝑋𝑌 = 
10 

8 
 

⇒ 18𝑦 = 40𝑥 − 214 
 

⇒ 𝑦 = 
40 

𝑥 − 
214 

18 18 

 

⇒ 𝑏𝑌𝑋 = 
40 

18 

 

Correlation of coefficient 𝑟2 = 𝑏𝑌𝑋 × 𝑏𝑋𝑌 

 
= 

10 
× 

40 
= 

25 

8 8 9 
 

𝑟 = 2.78 

 
But 𝑟2 should always lies between 0 and 1. Hence our assumption that line (A) is 

line of regression of 𝑋 on 𝑌 and the line (B) is line of regression of 𝑌 on 𝑋 is wrong. 

3. The two lines of regression are 𝟒𝒙 − 𝟓𝒚 + 𝟑𝟑 = 𝟎, 𝟐𝟎𝒙 − 𝟗𝒚 − 𝟏𝟎𝟕 = 𝟎. The 

variance of 𝑿 is 25. Find (i) the mean value of X and Y (ii) correlation coefficient 

between 𝑿 and 𝒀. 

Solution: 

 
Since both the lines of regression passes through the mean values 𝑥̅ and 𝑦̅, the point 

 

(𝑥̅, 𝑦̅ ) must satisfy the two given regression lines. 
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(1) ⇒ 20𝑥̅ − 9𝑦̅ = 107 

 
(2) × 5 ⇒ 20𝑥̅ − 25𝑦̅ = −165 

 
Subtracting (1) – (2) we get 

 
⇒ 16𝑦̅ = 272 

 
⇒ 𝑦̅ = 17 

 
Sub 𝑦̅ = 17 in (1) we get, 

 
(2) ⇒ 4𝑥̅ − 5𝑦̅ = −33 

 
⇒ 4𝑥̅ − 5 × 17 = −33 

 
⇒ 4𝑥̅ = −33 + 85 

 
⇒ 𝑥̅ = 13 

 
Hence the mean value ae given by 𝑥̅  = 13 and 𝑦̅ = 17 

 
(ii) Let us suppose that equation (A) is the equation of line of regression of 𝑌 on 𝑋 

and (B) is the equation of the line regression of 𝑋 on 𝑌, we get after rewriting (A) 

and (B) 

⇒ 5𝑦 = 4𝑥 + 33 
 

 
⇒ 𝑦 = 

4 
𝑥 + 

33 

5 5 
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4 

⇒ 𝑏𝑌𝑋 = 
5

 

 
 

⇒ 20𝑥 = 9𝑦 + 107 
 

⇒ 𝑥 = 
9

 
20 

𝑦 + 
107 

20 
 
 

9 

⇒ 𝑏𝑋𝑌 = 
20

 

 

Correlation of coefficient 𝑟2 = 𝑏𝑌𝑋 × 𝑏𝑋𝑌 

 

= 
4 

× 
9   

= 
3 

5 20 5 
 

𝑟 = ±0.6 

 
4. Can 𝒀 = 𝟓 + 𝟐. 𝟖𝑿 and 𝑿 = 𝟑 − 𝟎. 𝟓𝒀 be the estimated regression equations 

of 𝒀 on 𝑿 and 𝑿 on 𝒀 respectively? Explain your answer. 

Solution: 

 
Given, 

 
⇒ 𝑋 = 3 − 0.5𝑌 

 
⇒ 𝑏𝑋𝑌 = −0.5 

 
⇒ 𝑌 = 5 + 2.8𝑋 

 
⇒ 𝑏𝑌𝑋 = 2.8 
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Correlation of coefficient 𝑟2 = 𝑏𝑌𝑋 × 𝑏𝑋𝑌 

 
= 2.8 × (−0.5) = −1.4 

 

𝑟 = √−1.4 which is imaginary quantity. 

 
Here r cannot be imaginary. 

 
Hence the given lines are not estimated as regression equations. 
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2.4 Transformation of Random Variables: 

 

Let (𝑋, 𝑌) be a continuous two dimensional random variables with JPDF 

 

𝑓𝑋𝑌(𝑥, 𝑦). Transform 𝑋 and 𝑌 to new random variables 𝑈 = ℎ(𝑥, 𝑦), 𝑉 = 𝑔(𝑥, 𝑦). 

Then the joint PDF of (𝑈, 𝑉) is given by 

𝑓𝑈𝑉(𝑢, 𝑣) = |𝐽| 𝑓𝑋𝑌(𝑥, 𝑦) 
 
 

𝛛𝑥 
 

 

where 𝐽  = 
𝛛(𝑥,𝑦)  

= |𝛛𝑢 
𝛛𝑥 

 
 

𝛛𝑣| 
𝛛(𝑢,𝑣) 𝛛𝑦 

 
 

𝛛𝑢 

𝛛𝑦 
 

 

𝛛𝑣 
 
 

Procedure to find the Marginal pdf of 𝑼 & 𝑽 
 

(1) Take 𝑢 as the random variable to which the PDF to be computed and take 𝑣 = 
 

y. (if not given) 

 

(2) Express 𝑥 and 𝑦 in terms of 𝑢 and 𝑣. 
 

𝛛𝑥 
 

 

(3) Find 𝐽  = 
𝛛(𝑥,𝑦)  

= |𝛛𝑢 
𝛛𝑥 

 
 

𝛛𝑣| 
𝛛(𝑢,𝑣) 𝛛𝑦 

 
 

𝛛𝑢 

𝛛𝑦 
 

 

𝛛𝑣 
 

(4) Write the JPDF of (𝑈, 𝑉), 𝑓𝑈𝑉(𝑢, 𝑣) = |𝐽| 𝑓𝑋𝑌(𝑥, 𝑦) 

 
(5) Substitute the values of 𝐽, 𝑥 and 𝑦. 

 

(6) Find the range of 𝑢 and 𝑣 using the range of 𝑥 and 𝑦. 
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(7) The PDF of 𝑈 is 𝑓 

 
𝑣=∞ (𝑢) = ∫ 𝑓 

 
(𝑢, 𝑣)𝑑𝑣 

𝑈 𝑣=−∞ 𝑢𝑣 
 

(8) The PDF of 𝑉 is 𝑓 𝑢=∞ (𝑣) = ∫ 𝑓 (𝑢, 𝑣)𝑑𝑢 
𝑉 𝑢=−∞ 𝑢𝑣 

 
 
 
 
 

Problem based on Transformation of Random Variables 

 

1. If the JPDF 𝒇(𝒙, 𝒚) is given by 𝒇𝑿𝒀(𝒙, 𝒚) = 𝒙 + 𝒚; 𝟎 ≤ 𝒙, 𝒚 ≤ 𝟏, find PDF of 

𝑼 = 𝑿𝒀. 

Solution: 

Given (𝑋, 𝑌) is a continuous 2𝐷 RV defined in 0 < 𝑥 < 1 and 0 < 𝑦 < 1. 

 

Also Given 𝑓𝑥𝑦(𝑥, 𝑦) = 𝑥 + 𝑦 0 ≤ 𝑥, 𝑦 ≤ 1 
 

we have to find the PDF of 𝑢 = 𝑥𝑦 ........... (1) 

let 𝑣 = 𝑦 ⇒ 𝑦 = 𝑢. 

𝑢 
(1) ⇒ u = 𝑥𝑣 ⇒ 𝑥 = 

𝑣 
 

∴ 𝑥 = 
𝑢
 
𝑣 

𝑦 = 𝑣 
 

𝜕𝑧 
= 

𝜕𝑢 

1 𝜕𝑥 
; 

𝑣 𝜕𝑣 

−𝑢 
= 

𝑣2 ; 
𝜕𝑦 

 
 

𝜕𝑢 

 

= 0; 
𝜕𝑦 

= 1 
𝜕𝑣 

 

1 
 

 

𝐽 = |𝑣 

−𝑢 

𝑣2 | = 
1

 

0 1 𝑣 

𝐽 = 
1

 
𝑣 
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𝑢 

 

The JPDF of (𝑈, 𝑉)𝑓𝑢𝑣(𝑢, 𝑣) = |𝐽|𝑓𝑥𝑦(𝑥, 𝑦) 
 

= |
1

 
𝑣 

| (𝑥 + 𝑦) = 
1 

(
𝑢 

𝑣    𝑣 
+ 𝑣) 

 

= 
𝑢 

+ 1 
𝑣2 

 

𝑢 
𝑓𝑢𝑣 (𝑢, 𝑣) = 

𝑣2 + 1 

To find the range for 𝒖 and 𝒗: 
 

We have 0 ≤ 𝑥 ≤ 1 ⇒ 0 ≤ 
𝑢 

≤ 1 
𝑣 

 
 

i.e 0 ≤ 𝑢 ≤ 𝑣 
 

Also 0 ≤ 𝑦 ≤ 1 ⇒ 0 ≤ 𝑣 ≤ 1 
 

On combining the two limits, we get 0 ≤ 𝑢 ≤ 𝑣 ≤ 1 
 
 

∴ 𝑓𝑢𝑣 (𝑢, 𝑣) = 
𝑢

 
𝑣2 + 1, 0 ≤ 𝑢 ≤ 𝑣 ≤ 1 

 

 

PDF of 𝑼 is given by 
 

 

𝑓 (𝑢) = 𝑣=1 
𝑓
 (𝑢, 𝑣)𝑑𝑣 0 ≤ 𝑢 ≤ 𝑣 <1 

𝑈 ∫
𝑣=𝑢 𝑢𝑣 

 
 

= 
1 

( 
𝑢 + 1) 𝑑𝑣 

∫𝑢 
 

 

𝑣2 

 
 

= ∫
1 

(𝑢𝑣−2 + 1)𝑑𝑣 
 

 

= [
𝑢𝑣−1 

−1 

1 

+ 𝑣] 
𝑢 
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= ( 
𝑢

 
−1 

 
+ 1) + 1 − 𝑢 

 

 

= −𝑢 + 1 + 1 − 𝑢 
 

= 2 − 2𝑢 
 

𝑓𝑈(𝑢) = 2(1 − 𝑢) 0 < 𝑢 < 1 

 
 
 

2. Let (𝑿, 𝒀) be a continuous two dimensional randow. with JPDF 𝒇(𝒙, 𝒚) = 
 

𝟒𝒙𝒚𝒆−(𝒙
𝟐+𝒚𝟐)𝒙 > 𝟎, 𝒚 > 𝟎. Find the PDF of √𝑿𝟐 + 𝒀𝟐 

 
 

Solution: 

 

Given (𝑋, 𝑌) is a continuous two dimensional random variables defined in 0 < 
 

𝑥 < ∞ and 

 

0 < y < ∞ 
 

Given 𝑓(𝑥, 𝑦) = 4𝑥𝑦𝑒−(𝑥
2+𝑦2), 0 < 𝑥 < ∞, 0 < 𝑦 < ∞ 

 
 

let 𝑢 = √𝑥2 + 𝑦2 … . . (1) Take 𝑣 = 𝑦 ⇒ 𝑦 = 𝑣 
 

(1) => 𝑢2 = 𝑥2 + 𝑦2 

 

𝑢2 = 𝑥2 + 𝑦2 𝑦 = 𝑣 
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𝑥2 = 𝑢2 − 𝑣2 ⇒ x=√𝑢2 − 𝑣2 
 

𝑥√𝑢2 − 𝑣2, 𝑦 = 𝑣 
 

 

𝜕𝑥 1 1 𝑢 𝜕𝑦 
=   (2𝑢) =   ; = 0 

𝜕𝑢 2 √𝑢2 − 𝑣2 √𝑢2 − 𝑣2 𝜕𝑢 
 
 
 

𝜕𝑥 1 1 −𝑣 𝜕𝑦 
=   (−2𝑣) =   ; = 1 = 1 

𝜕𝑣 2 √𝑢2 − 𝑣2 √𝑢2 − 𝑣2 𝜕𝑣 
 
 

𝛛𝑥 
 

 

𝛛𝑥 
 

 𝑢 −𝑣 
𝐽 = |𝛛𝑢 𝛛𝑣|  = |√𝑢2−𝑣2 √𝑢2−𝑣2| 

𝛛𝑦 
 

 

𝛛𝑢 

𝛛𝑦 
0 1

 
𝛛𝑣 

 
 

𝐽 = 
𝑢

 
√𝑢2−𝑣2 

 
 

PDF of (𝑈, 𝑉) is 𝑓𝑈𝑉(𝑢, 𝑣) = |𝐽|𝑓𝑋𝑌(𝑥, 𝑦) 
 

= 
𝑢 

√𝑢2−𝑣2 

 

= 
𝑢 

√𝑢2−𝑣2 

4𝑥𝑦𝑒−(𝑥2+𝑦2) 

 
4√𝑢2 − 𝑣2(𝑣)𝑒−𝑢

2
 

 
 

𝑓𝑈𝑉 (𝑢, 𝑣) = 4𝑢𝑣𝑒−𝑢
2

 

 

To find the range for 𝒖 and 𝒗: 

 

We have 𝑥 > 0 We have 𝑦 > 0 
 
 
 

√𝑢2 − 𝑣2 > 0 𝑣 > 0 
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𝑢2 − 𝑣2 > 0 ⇒ 0 < 𝑣 < ∞ 

 

𝑢2 > 𝑣2 ⇒ 𝑢 > 𝑣 

 

⇒ 𝑣 < 𝑢 
 

On combining the two limits, we get 0 < 𝑣 < 𝑢 < ∞ 
 

 

 

 
PDF of 𝑼 is given by 

𝑓𝑈𝑉 (𝑢, 𝑣) = 4𝑢𝑣𝑒−𝑢
2 
, 0 < 𝑣 < 𝑢 < ∞ 

 

𝑣=𝑢 

f𝑈(𝑢) = ∫𝑣=0 𝑓𝑢𝑣(𝑢, 𝑣)𝑑𝑣 
 
 

𝑢 

= ∫0 4𝑢𝑣𝑒 −𝑢2 𝑑𝑣 
 
 

= 4𝑢𝑒−𝑢
2

 

𝑢 

∫0 𝑣𝑑𝑣 
 

 

= 4𝑢𝑒 −𝑢2 [
𝑣2

] 
2   0 

 
 

= 2𝑢3𝑒−𝑢
2
0 < 𝑢 < ∞ 

 
3. The JPDF to two dimensional random variables X and Y is given by, 

 
(𝒙, 𝒚) = 𝒆−(𝒙+𝒚), 𝒙 > 𝟎, 𝒚 > 𝟎. Find the PDF of 𝑿+𝒀 

𝟐 
 

Solution: 

 

Given (𝑋, 𝑌) is a continuous two dimensional random variable defined in 

 

0 < 𝑥 < ∞ and 

𝑢 
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0 < 𝑦 < ∞. Also given 𝑓(𝑥, 𝑦) = 𝑒−(𝑥+𝑦); 0 < 𝑥 < ∞, 0 < 𝑦 < ∞ 
 

let u = 
𝑥+𝑦 

… … …. (1). Take 𝑣 = 𝑦 ⇒ 𝑦 = 𝑣 
2 

 

(1) ⇒ 𝑢 = 1 (𝑥 + 𝑣) 
2 

 

2𝑢 = 𝑥 + 𝑣𝑥 = 2𝑢 − 𝑣 
 

∴ 𝑥 = 2𝑢 − 𝑣; 
 
 

 

𝑦 = 𝑣 
𝜕𝑥 

d𝑢 

𝜕𝑥 
= 2 

𝜕𝑣 

 

= −1; 
𝜕𝑦 

 
 

𝜕𝑢 

 

= 0; 
𝜕𝑦 

= 1 
𝜕𝑣 

 

𝜕𝑥 
 

 𝐽 = |𝜕𝑢 
𝜕𝑥 

 
 

𝜕𝑣| = |2 −1 

𝜕𝑦 
 

 

𝜕𝑢 

𝜕𝑦 
 

 

𝜕𝑣 

0 1 
| = 2 

 

the PDF of (𝑈, 𝑉) is 𝑓𝑢𝑣 (𝑢, 𝑣) = |𝐽|𝑓𝑋𝑌(𝑥, 𝑦) 

 
= 2𝑒−(𝑥+𝑦) 

 
= 2𝑒−(2𝑢−𝑣+𝑣) 

 
= 2𝑒−2𝑢 

 

To find range for 𝒖 and 𝒗 : 
 

We have 𝑥 > 0 ⇒ 2𝑢 − 𝑣 > 0 
 

i. 𝑒. ,2𝑢 > 𝑣 ⇒ 𝑣 < 2𝑢 
 

Also 𝑦 > 0 ⇒ 𝑣 > 0 
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0 

 
 

∴ 𝑣 < 2𝑢; 𝑣 > 0 0 < 𝑣 < 2𝑢 < ∞ 
 

On combining the two limits, we get 0 < 𝑣 < 2𝑢 < ∞ 
 

∴ 𝑓𝑈𝑉 (𝑢, 𝑣) = 2𝑒−2𝑢, 0 < 𝑣 < 2𝑢 < ∞ 

The PDF of 𝑼 is 
 

 

𝑣=2𝑢 

𝑓𝑈(𝑢) = ∫𝑣=0 𝑓𝑢𝑣(𝑢, 𝑣)𝑑𝑣 
 
 

2𝑢 

= ∫0 2𝑒−2𝑢𝑑𝑣 
 
 

= 2𝑒−2𝑢 
2𝑢 

∫0 𝑑𝑣 
 
 

= 2𝑒−2𝑢[𝑣]2𝑢 

 

= 2𝑒−2𝑢(2𝑢) 

 

𝑓𝑢(𝑢) = 4𝑢𝑒−2𝑢; 𝑢 > 0 

 
UNIT STEP FUNCTION: 

 

𝑢(𝑥) = 1 for 𝑥 > 0 
 

𝑢(𝑥) = 0 for 𝑥 < 0 
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𝑋 
1 

( 

 

1. If 𝑿 and 𝒀 are two independent random variables each normally 

 

distributed with mean = 𝟎 and variance 𝝈𝟐 , find the density function of 𝑹 = 
 
 

 

√𝑿𝟐 + 𝒀𝟐 and 𝝓 = 
𝐭𝐚𝐧−𝟏 

(
𝒀

) 
𝒙 

 
 

Solution: 

 

Given that 𝑋 follows 𝑁(0, 𝜎). 
 

 

 −1  𝑥 
∴ 𝑓 (𝑥) =   𝑒2𝜎2

 
𝜎√2𝜋 

; −∞ < 𝑥 < ∞ 

 

Also 𝑌 follows 𝑁(0, 𝜎). 
 

1 −1 
𝑦2 

∴ 𝑓𝑌(𝑦) =   𝑒2𝜎2
 

𝜎√2𝜋 
; −∞ < 𝑦 < ∞ 

 

Since 𝑋 and 𝑌 are independent, 𝑓𝑋𝑌(𝑥, 𝑦) = 𝑓𝑋(𝑥)𝑓𝑌(𝑦) 
 

1 
= 

𝜎22𝜋 

 −1 
(𝑥2+𝑦2) 

𝑒2𝜎2 

 

; −∞ < 𝑥 < ∞, −∞ < 𝑦 < ∞ 

 
 
 
 

We have 𝑟 = √𝑥2 + 𝑦2; 𝜃 = tan−1   
𝑦

 
𝑥 

 

⇒ 𝑥 = rcos 𝜃 , 𝑦 = rsin 𝜃, 
 

⇒ 𝐽 = 𝑟 
 

JPDF of (𝑅, 𝜙) is 𝑓𝑅𝜙(𝑟, 𝜃) = |𝐽 ∣ 𝑓𝑋𝑌(𝑥, 𝑦) 

2 

) 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451 PROBABILITY AND RANDOM PROCESSES 

 

 

 

 
= 𝑟 

 
1 

 
 

𝜎22𝜋 

−1  
(𝑥2+𝑦2) 

𝑒2𝜎2 

 

𝑟 
= 

𝜎22𝜋 

−1 
𝑟2 

𝑒2𝜎2 

 

To find the range for 𝒓 and 𝜽 : 
 

We have −∞ < 𝑥 < ∞, −∞ < 𝑦 < ∞ t.e entire 𝑋𝑌 plane. 

 

The entire XY plane is transformed into 𝑥 = rcos 𝜃 , 𝑦 = rsin 𝜃 
 

i.e the entire 𝑋𝑌 plane is transformed into 𝑥2 + 𝑦2 = 𝑟2 ( a circle of infinite 

radius) 

Whole region is transformed into a circle of infinite radius. 

 

∴ 0 ≤ 𝑟 < ∞, 0 ≤ 𝜃 ≤ 2𝜋 
 
 

∴ 𝑓𝑅𝜙(𝑟, 𝜃) = 
𝑟 

 
 

𝜎22𝜋 

−1 
𝑟2 

𝑒2𝜎2 0 ≤ 𝑟 < ∞, 0 ≤ 𝜃 ≤ 2𝜋 

 
 

The PDF of R is 
 
 

∞ 

𝑓𝑅(𝑟) = ∫𝑟=0 𝑓𝑟𝜃(𝑟, 𝜃)𝑑𝜃 
 
 
 
 
 

= ∫ 
𝑖𝑛 𝑟 

0 𝜎22𝜋 

 
−1 

𝑟2 

𝑒2𝜎2 

 
𝑑𝜃 

 
 

= 
𝑟 −1 

𝑟2 

𝑒2𝜎2 ∫ ∞ 
𝑑𝜃 

𝜎22𝜋 0 
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0 

 

 
𝑟 

= 
𝜎22𝜋 

 −1 
𝑟2 

𝑒2𝜎2 

 
[𝜃]2𝜋 

 
 

𝑓𝑅(𝑟) = 
𝑟 

 
 

𝜎2 

−1 
𝑟2 

𝑒2𝜎2 ; 0 ≤ 𝑟 < ∞ 
 

The PDF of 𝝓 is 
 
 

𝑓𝜙 (𝜃) = 
∞ 

∫
𝑟=0 𝑓𝑟𝜃 (𝑟, 𝜃)𝑑𝑟 

 
 

∞ 𝑟 
∫0 𝜎22𝜋 

−1 
𝑟2 

𝑒2𝜎2 𝑑𝑟 

 
 

= 
1 

∫
∞ −1 

𝑟2 

𝑟𝑒2𝜎2 𝑑𝑟 
𝜎22𝜋  0 

 
 

 
Put  1 

2𝜎2 
𝑟2 = 𝑡 

 
 

1 
 

 

2𝜎2 
2𝑟𝑑𝑟 = 𝑑𝑡 
 
 

𝑟𝑑𝑟 = 𝜎2𝑑𝑡 
 
 

There is no change on the limits 
 

1 𝑓 (𝜃) = ∞    −𝑡    2 

0 𝜎22𝜋 
∫0    𝑒 

𝜎 𝑑𝑡 

 
 
 

 

= 
1 

2𝜋 

𝑒−𝑡  ∞ 
[ ] 

−1 0 

= 
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= 
1 

2𝜋 

 

(0 + 1) 
 

1 
𝑓𝜙(𝜃) = 

2𝜋 
0 ≤ 𝜃 ≤ 2𝜋 

 
2. The random variables 𝑿 and 𝒀 each follows an exponert distribution with 

parameter 1 and are independent. Find the PDF of 𝑼 = 𝑿 − 𝟏 

Solution: 

 

Given 𝑋 and 𝑌 follows exponential distribution with parameter with 𝜆 = 1 
 

∴ 𝑓𝑥 (𝑥) = 𝜆𝑒−𝜆𝑥; 𝑥 > 0 

 
= 𝑒−𝑥 

 

𝑓𝑦(𝑦) = 𝑒−𝑦; 𝑦 > 0 

Since 𝑋 and 𝑦 are independent, 

 

𝑓XY(x, y) = 𝑓𝑥 (𝑥)𝑓𝑦 (𝑦) 

=𝑒−𝑥𝑒−𝑦 

 
=𝑒−(𝑥+𝑦) 

 
let 𝑢 = 𝑥 − 𝑦 ……………..(1) Take 𝑣 = 𝑦 ⇒ 𝑦 = 𝑣 
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(1) ⇒ 𝑢 = 𝑥 𝑣 ⇒ 𝑥 = 𝑢 + 𝑣 
 

𝑥 = 𝑢 + 𝑣 ;𝑦 = 𝑣 
 

 

𝜕𝑥 
 

 𝐽 = |𝜕𝑢 
𝜕𝑥 

 
 𝜕𝑣| = |

1 1
 

𝜕𝑦 
 

 

𝜕𝑢 

𝜕𝑦 
 

 

𝜕𝑣 

| = 1 
0 1 

 

The JPDF of (𝑈, 𝑉) is 𝑓uv (𝑢, 𝑣) = |𝐽|𝑓𝑋𝑌(𝑥, 𝑦) 

 
= (1)𝑒−(𝑥+𝑦) = 𝑒−(𝑢+𝑣+𝑣) 

 

= 𝑒−(𝑢+2𝑣) 

 
To find the range for 𝒖 and v : 

 

We have 𝑥 > 0 ⇒ 𝑢 + 𝑣 > 0 ⇒ 𝑢 > −𝑣 
 

fie 𝑦 > 0 ⇒ 𝑣 > 0 
 

∴ fuv (𝑢, 𝑣) = 𝑒−(𝑢+2𝑣)𝑢 > −𝑣, 𝑣 > 0 

The PDF of 𝑼 is 

 

𝑓𝑢(𝑢) = ∫ 𝑓(𝑢, 𝑣)𝑑𝑣 

Since there are two slopes, the region is divided into two sub regions 𝑅1 and 𝑅2 

ln 𝑅1: ln 𝑅2 : 

At 𝑃1, 𝑣 = −𝑢; At 𝑄1, 𝑣 At 𝑃2, 𝑣 = 0; At 𝑄2, 𝑣 = ∞ 
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−𝑢 

−𝑢 

−𝑢 

𝑣=0 

 
 
 
 

 

In 𝑅1 : 
 

∞ 

𝑓𝑈(𝑢) = ∫𝑣=−4 𝑓(𝑢, 𝑣)𝑑𝑣 

 
= ∫ 

∞ 
𝑒−(𝑢+2𝑣)𝑑𝑣 

 
= ∫ 

∞ 
𝑒−𝑢𝑒−2𝑣𝑑𝑣 

 
= 𝑒−𝑢∫ 

∞ 
𝑒−2𝑣𝑑𝑣 

 

 
 

= 𝑒 
 
−𝑢 𝑒−2𝑣 

[ 
−2 

∞ 

] 
−𝑢 

 
 

= 𝑒−𝑢 [0 − 
𝑒2𝑢

] 
−2 

 
 

= 
𝑒𝑢 

; 𝑢 < 0 
2 

 
 

In 𝑅2 

 

 
𝑓𝑈 (𝑢) = ∫ 

∞    
𝑒−𝑢𝑓(𝑢, 𝑣)𝑑𝑣 

 
 

∞ 

= ∫0 𝑒−(𝑢+2𝑣) 𝑑𝑣 
 
 

∞ 

= ∫0 𝑒−𝑢𝑒 −2𝑣 𝑑𝑣 
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𝑒−𝑢 

0 

 
 

∞ 
= ∫0 

 

𝑒−𝑢 [0 − 
1 

] 
−2 

 
 

= 
𝑒−𝑢 

; 𝑢 > 0 
2 

 

= 𝑒−𝑢∫ 
∞

 

 

𝑒−2𝑣 
 
𝑑𝑣 

 

 
 

= 𝑒 
 
−𝑢 𝑒−2𝑣   ∞ 

[ ] 
−2  0 

 
 

 
𝑓𝑈 

𝑒𝑢 
 

 

(𝑢) = { 2 

2 

𝑢 < 0 

𝑢 > 0 
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2.5 Central limit theorem: 

 

Statement: 

 

Let 𝒙𝟏, 𝒙𝟐, . . . , 𝒙𝒏 are n independent identically distributed random variables with same 
 

mean 𝝁 and standard deviation 𝝈 and if ̅𝒙 = 
𝟏 

∑𝒏 𝒙 , then the variate 𝒛 =  
𝑿̅−𝝁

 has a 
𝒏 𝒊=𝟏 𝒊 

 

𝝈/√𝒏 
 

distribution that approaches the standard normal distribution an 𝒏 → ∞ provided the 

MGF of 𝒙𝒊 exist. 

Proof: 

 

MGF of 𝑧 about origin is 𝑀𝑋(𝑡) = 𝐸(𝑒𝑡𝑧) 
 
 

 

= 𝐸 [𝑒 
𝑡( 

𝑋̅−𝜇 
)

 

𝜎/√𝑛 ] 
 
 
 
 

 

= 𝐸 [𝑒 
√𝑛𝑡

(𝑋̅−𝜇) 
𝜎 ] 

 
 
 

𝑋̅√𝑛𝑡 𝜇√𝑛𝑡 

= 𝐸 [𝑒 𝜎    𝑒− 
𝜎    ] 

 
 

 
 

𝜇√𝑛𝑡 

= 𝑒−  𝜎    𝐸 [𝑒 

 
𝑋̅√𝑛𝑡 

𝜎    ] 
 
 

 
  𝜇√𝑛𝑡 − 

√𝑛𝑡 1
(𝒙𝟏+ 𝒙𝟐+ ...+ 𝒙𝒏) 

= 𝑒 𝜎    𝐸 [𝑒 𝜎   𝑛 ] 
 
 

 
 𝜇√𝑛𝑡 

 
 𝑡𝑥1 

 
 𝑡𝑥2 

 
𝑡𝑥𝑛 

= 𝑒− 𝜎    𝐸 (𝑒𝜎√𝑛) 𝐸 (𝑒𝜎√𝑛)  . . . 𝐸 (𝑒𝜎√𝑛) 
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𝑋 

𝑋 

 
 𝜇√𝑛𝑡 𝑡 𝑛 

= 𝑒− 𝜎 {𝑀  ( )} 
𝜎√𝑛 

 
 

Taking log on both sides 
 

 
 

 𝜇√𝑛𝑡 𝑡 𝑛 

𝑙𝑜𝑔𝑀𝑧(𝑡) = 𝑙𝑜𝑔𝑒− 𝜎 + 𝑙𝑜𝑔 {𝑀   ( )} 
𝜎√𝑛 

 
 
 

 

= 
−𝜇𝑡√𝑛 

+ 𝑛𝑙𝑜𝑔𝑀 ( 
𝑡  

) 
𝜎 𝑋 

 

𝜎√𝑛 
 
 
 

 

= 
−𝜇𝑡√𝑛 

𝜎 

𝑡𝑋 
 

 

+ 𝑛𝑙𝑜𝑔𝐸 (𝑒𝜎√𝑛) 

 
 

  𝑡𝑥 
(
 𝑡𝑥 

)
2 

 

= 
−𝜇𝑡√𝑛 

+ 𝑛𝑙𝑜𝑔 [𝐸 (1 + 𝜎√𝑛 +  𝜎√𝑛   +. . . )] 𝜇 
𝜎 1! 2! 

 
 
 
 
 

 
2  2 

= 
−𝜇𝑡√𝑛 

+ 𝑛𝑙𝑜𝑔 [𝐸 (1 + 
𝑡𝑥   

+ 
1 𝑡 𝑥   

+. . . )] 
𝜎 𝜎√𝑛 2! 𝜎2𝑛 

 
 

2  2 

= 
−𝜇𝑡√𝑛 

+ 𝑛𝑙𝑜𝑔 [1 + 
𝑡𝑥   

𝐸(𝑥) + 
1 𝑡 𝑥   

𝐸(𝑥2)+. . . ] 
𝜎 𝜎√𝑛 2! 𝜎2𝑛 

 
 
 

 

= 
−𝜇𝑡√𝑛 

+ 𝑛𝑙𝑜𝑔 [1 + 
𝑡𝑥
 𝜇 ′ + 

1 𝑡2𝑥2 

𝜇
 ′+. . . ] 

𝜎 𝜎√𝑛    1 2! 𝜎2𝑛 2
 

 
 
 

 −𝜇𝑡√𝑛 𝑡𝑥 ′ 1 𝑡2𝑥2 
′ 1 𝑡𝑥 ′ 1 𝑡2𝑥2 

′ 
2

 
= + 𝑛 [( 

𝜎 𝜎√𝑛 
𝜇1 + 

2! 𝜎2𝑛 
𝜇2 +. . . ) − ( 

2   𝜎√𝑛 
𝜇1 + 

2! 𝜎2𝑛 
𝜇2 +. . . ) + . . . ] 

 

 
 

= 
−𝜇𝑡√𝑛 

+ 
𝜇1

′𝑡√𝑛 
+ 

𝜇2
′𝑡2 

+ . . . − 
(𝜇1

′)2𝑡2 

+ terms containing “𝑛” in the denominator 
𝜎 𝜎 2!𝜎 2𝜎2 

 
 

Put 𝜇 = 𝜇1
′
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= 
−𝜇1

′𝑡√𝑛 
+ 

𝜇1
′𝑡√𝑛 

+ 
𝜇2

′𝑡2 

+ . . . − 
(𝜇1

′)2𝑡2 

+ terms containing “𝑛” in the denominator 
𝜎 𝜎 2!𝜎 2𝜎2 

 
 

=  
𝑡2 

2𝜎2 
(𝜇2 

′ − (𝜇1 ′)2) + terms containing “𝑛” in the denominator 

 
 

=  
𝑡2 

2𝜎2 
𝜎2 + terms containing “𝑛” in the denominator 

 
 

𝑙𝑜𝑔𝑀𝑧 (𝑡) = 
𝑡2 

+ terms containing “𝑛” in the denominator 
2 

 
 

Letting 𝑛 → ∞ 
 
 
 
 
 
 
 
 
 

 
𝑙𝑜𝑔𝑀𝑧 (𝑡) = 

𝑡2

 

2 
 
 

𝑡2 

⇒ 𝑀𝑧(𝑡) = 𝑒 2 = MGF of 𝑁(0, 1) 

 
Hence z follows standard normal distribution as 𝑛 → ∞ 

 

Standard Normal Distribution: 

 

Let 𝑧 = 
𝑋−𝜇

, z follows normal distribution with mean 0 and variance 1, then z follows standard 
𝜎 

 

normal distribution. 

 

Problems on Central limit theorem: 
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1. If 𝑿𝟏, 𝑿𝟐, . . . , 𝑿𝒏 are Poisson variables with parameter 𝝀 = 𝟐, use central limit theorem 

to estimate 𝑷(𝟏𝟐𝟎 < 𝑺𝒏 < 𝟏𝟔𝟎) where 𝑺𝒏 = 𝑿𝟏 + 𝑿𝟐+ . . . + 𝑿𝒏 and 𝒏 = 𝟕𝟓 

Solution: 

 

To find mean and variance 

 

Given mean = 2 

Variance = 2 

(For Poisson distribution Mean = variance = 𝜆 
 

To find 𝒏𝝁 and 𝒏𝝈𝟐 

 

𝑛𝜇 = 75 × 2 = 150 
 

𝑛𝜎2 = 75 × 2 = 150 
 
 
 

𝜎√𝑛 = √150 
 
 

Application of central limit theorem 

 

𝑆𝑛~𝑁(𝑛𝜇, 𝜎√𝑛 ) 
 
 
 

~𝑁(150, √150 ) 
 

To find 𝑷(𝟏𝟐𝟎 < 𝑺𝒏 < 𝟏𝟔𝟎) 

 
Let 𝑧 = 

𝑆𝑛−𝑛𝜇
 

𝜎√𝑛 
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= 
𝑆𝑛−150 

 

√150 
 
 

If 𝑆𝑛 = 120 

 
𝑧 = 

120−150 
= −2.45 

√150 
 
 

If 𝑆𝑛 = 160 

 
𝑧 = 

160−150 
= 0.85

 
√150 

 
 

𝑃(120 < 𝑆 < 160) = 𝑃 𝑆𝑛−150 
≤ 𝑧 ≤ 

𝑆𝑛+150 

𝑛 (   

√150 
) 

√150 

 
 

= 𝑃(−2.45 ≤ 𝑧 ≤ 0.85) 
 

= 𝑃(−2.45 ≤ 𝑧 ≤ 0) + 𝑃(0 ≤ 𝑧 ≤ 0.85) 
 

= 0.4927 + 0.2939 = 0.7866 
 

2. Let 𝑿𝟏, 𝑿𝟐, . . . , 𝑿𝒏 be independent identically distributed random variable variables with 

mean = 2 and variance = ¼ . Find 𝑷(𝟏𝟗𝟐 < 𝑿𝟏 + 𝑿𝟐+ . . . + 𝑿𝒏 < 𝟐𝟏𝟎) 

Solution: 

 

To find mean and variance 

 

Given mean = 2 

Variance = ¼ , 𝑛 = 4 
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To find 𝒏𝝁 and 𝒏𝝈𝟐 

 

𝑛𝜇 = 100 × 2 = 200 
 

𝑛𝜎2 = 100 × 1/4 = 25 

 

𝜎√𝑛 = 5 

 

Application of central limit theorem 

 

𝑆𝑛~𝑁(𝑛𝜇, 𝜎√𝑛 ) 

 
 
 
 
 

 
~𝑁(200, 5 ) 

 

To find 𝑷(𝟏𝟗𝟐 < 𝑺𝒏 < 𝟐𝟏𝟎) 

 
Let 𝑧 = 

𝑆𝑛−𝑛𝜇
 

𝜎√𝑛 
 
 

= 
𝑆𝑛−200 

5 
 
 

If 𝑆𝑛 = 192 

 
𝑧 = 

192−200 
= −1.6

 
5 

 
 

If 𝑆𝑛 = 210 
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𝑧 = 
210−200 

= 2
 

5 
 
 

𝑃(192 < 𝑆 < 210) = 𝑃 𝑆𝑛−200 
≤ 𝑧 ≤ 

𝑆𝑛+200 

𝑛 ( 
5 5 

) 
 
 

= 𝑃(−1.6 ≤ 𝑧 ≤ 2) 
 

= 𝑃(−1.6 ≤ 𝑧 ≤ 0) + 𝑃(0 ≤ 𝑧 ≤ 2) 
 

= 0.4452 + 0.4772 = 0.9224 
 
 
 
 
 
 
 
 
 
 

3. The resistors 𝒓𝟏, 𝒓𝟐, 𝒓𝟑 and 𝒓𝟒 are independent random variables and is uniform in the 

interval (𝟒𝟓𝟎, 𝟓𝟓𝟎). Using the central limit theorem, find 𝑷(𝟏𝟗𝟎𝟎 < 𝒓𝟏 + 𝒓𝟐 + 𝒓𝟑 + 𝒓𝟒 < 

𝟐𝟏𝟎𝟎) 
 

Solution: 

 

To find mean and variance 

 

A random variable 𝑋 is said to have uniform distribution on the interval (𝑎, 𝑏) if its probability 

density function is given by 

 

 

𝑓(𝑥) = 
1 

 
 

𝑏 − 𝑎 

 

, 𝑎 < 𝑥 < 𝑏 
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Mean = 
𝑎+𝑏 

, Variance = 
(𝑏−𝑎)2

 

2 12 
 
 

Mean = 
450+550 

= 500 
2 

 
 

Variance = 
(550−450)2 

= 833.33, 𝑛 = 4 
12 

 
 

To find 𝒏𝝁 and 𝒏𝝈𝟐 

 

𝑛𝜇 = 4 × 500 = 2000 
 

𝑛𝜎2 = 4 × 833.33 = 25 
 
 
 
 
 
 
 
 
 

 

𝜎√𝑛 = 2√833.33 = 57.73 

 
Application of central limit theorem 

 

𝑆𝑛~𝑁(𝑛𝜇, 𝜎√𝑛 ) 

 
~𝑁(200, 57.73 ) 

 

To find 𝑷(𝟏𝟗𝟎𝟎 < 𝑺𝒏 < 𝟐𝟏𝟎𝟎) 

 
Let 𝑧 = 

𝑆𝑛−𝑛𝜇
 

𝜎√𝑛 
 
 

= 
𝑆𝑛−2000 

57.73 
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If 𝑆𝑛 = 1900 

 
𝑧 = 

1900−2000 
= −1.73

 
57.73 

 
 

If 𝑆𝑛 = 2100 

 
𝑧 = 

2100−2000 
= 1.73

 
57.73 

 
 

𝑆𝑛−2000 𝑆𝑛+2000 𝑃(1900 < 𝑆 < 2100) = 𝑃 ( ≤ 𝑧 ≤ ) 
𝑛 57.73 57.73 

 
 

= 𝑃(−1.73 ≤ 𝑧 ≤ 1.73) 
 
 
 
 
 
 

 
= 𝑃(−1.73 ≤ 𝑧 ≤ 0) + 𝑃(0 ≤ 𝑧 ≤ 1.73) 

 

= 2 × 𝑃(0 ≤ 𝑧 ≤ 1.73) 
 

= 2 × 0.4582 = 0.9164 
 

4. If 𝒙𝒊, 𝒊 = 𝟏, 𝟐, . . . , 𝟓𝟎 are independent random variables each having a Poisson 

distribution with parameter 𝝀 = 𝟎. 𝟎𝟑 and 𝑺𝒏 = 𝑿𝟏 + 𝑿𝟐+ . . . + 𝑿𝒏 evaluate 𝑷(𝑺𝒏 ≥ 𝟑) 

Solution: 

 

To find mean and variance 
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Given mean = 0.03 

Variance = 0.03 , 𝑛 = 4 

To find 𝒏𝝁 and 𝒏𝝈𝟐 

𝑛𝜇 = 50 × 0.03 = 1.5 
 

𝑛𝜎2 = 50 × 0.03 = 1.5 
 
 
 

𝜎√𝑛 = √1.5 
 
 

Application of central limit theorem 

 

𝑆𝑛~𝑁(𝑛𝜇, 𝜎√𝑛 ) 
 
 
 
 
 

 

~𝑁(1.5, √1.5 ) 
 

To find 𝑷(𝑺𝒏 ≥ 𝟑) 

 
Let 𝑧 = 

𝑆𝑛−𝑛𝜇
 

𝜎√𝑛 
 
 

= 
𝑆𝑛−1.5 

√1.5 
 
 

If 𝑆𝑛 = 3 

 
𝑧 = 

3−1.5 
= √1.5 

√1.5 
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𝑃(𝑆𝑛 ≥ 3) = 𝑃(𝑧 ≥ √1.5) 

 

= 𝑃(𝑧 ≥ 1.23) 
 

= 0.5 − 𝑃(𝑧 < 1.23) 
 

= 0.1112 
 

5. A coin is tossed 300 times. What is the probability that heads will appear more than 140 

times and less than 150 times. 

Solution: 

 

To find mean and variance 

 

 

 

 
Let p be the probability of getting head in a single trial. 

 

 

𝑝 = 
1

 
2 

, 𝑞 = 1 − 
1 

= 
1

 
2 2 

 
 

Here n = 300 

 

To find 𝒏𝒑 and 𝒏𝒑𝒒 
 
 

mean = 𝑛𝑝 = 300 × 
1

 
2 

= 150 

 
 

Variance = 𝑛𝑝𝑝 = 300 × 
1 

× 
1

 
2 2 

= 75 
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To find 𝑷(𝟏𝟒𝟎 < 𝑺𝒏 < 𝟏𝟓𝟎) 

 
Let 𝑧 = 

𝑋−𝜇
 

𝜎 
 
 

= 
𝑋−150 

√75 
 
 

If 𝑋 = 140 
 

𝑧 = 
140−150 

= −1.15 
√75 

 
 

If 𝑋 = 150 
 

𝑧 = 
150−150 

= 0
 

√75 
 
 
 
 
 

𝑃(140 < 𝑋 < 50) = 𝑃 (
𝑋−150 

≤ 𝑧 ≤ 
𝑋+

 150 
√75 √75 

 
 

= 𝑃(−1.15 ≤ 𝑧 ≤ 0) 
 

= 𝑃(0 ≤ 𝑧 ≤ 1.15) 
 

= 0.3749 

) 
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