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2.1. LINEAR TRANSFORMATION
Definition
Let V and W be vector spaces over F. A function T:V — W is called a linear

transformation if for all x,y € V and a € F,

@Tx+y)=Tx) +T()
(b) T(ax) = aT(x)

Properties of linear transformation

1.1f T is the linear, then T(0) = 0

Proof
T(0) = T(0 + 0)
T(0) = T(0) + T(0)
= T(0) is zero element of W,

Which implies,
T(0) =0

2.T is linear if and only if T(ax + By) = aT(x) + BT(y); forall x,y € Vand o, € F.
Proof

Assume T is linear.
T(ax + By) = T(ax) + T(By)
= aTl(x) + BT (y)

Conversely.

Assume T(ax + By) = aT(x) + fT(y) ... (1)
Puta =1,8 =1in(1). Then
T(x+y)=Tx) +T()

Puty = 01in(1). Then

T(ax +0) =aT(x)+T(0)
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=aT(x)+0

=aT(y)

~ T is linear.

3. 1f T is linear, then T(x — y) = T(x) — T(y); for all x,y € V Given T is linear
T(x—y) =T+ (=y)
=T(x) +T(=y)
=Tx) —-TW)

Example 1. T: RZ - R? is defined by T (a4, az) = (2a1 + ay, a1). Verif whether T is a

linear transformation

Sol: x,yeVanda € F
~x = (ay,ap) and y = (bq, by)

x+y = (a1 +b1,a2 +b2)
Given
T(ay, az) = (2a; + ay, a4)

To prove T is linear, we have to prove

T +y)=TH +TY)
(i) T(ax) = aT(y)

Proof:
f(x) = T(a1, az)
=(2a; + ay, a;)

T'(y)=T(by, by)

=(2b1 + by, by)
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() r(x+y)=T(a1+ by, az + by))
= (2(ay + by) + ay + by, a1 + by)
= (2ay + 2by + a; + by, a, + by)
=(2ay + az a1) + (2b1 + by, by)

= T(ay, az) + T(by, by)
=T +TQ)

(i) T(ax)= T(aa,, aay)
=(2aaq + aa,, aa,)
=a(2a; +ay aq)
= aT(ay, a;) = aT(%)

~ T:R?2 - R? is a linear transformation,
Example 2) T: V,(R)— V,(R)is defined-by T(aya3) =+(3a,4+2a++ 4a, ). Verify

whether T is a linear transformation.
Sol: x,yeVanda € F
~x = (ay,az) and y = (by, by)
x+vy=_(ay+by,a;+by)
Given
T(aq,a) = (3a; + 2ay,3a; — 4ay)
To prove T is linear, we have to prove
HTx+y)=Tx) +T()
(ii) T(ax) = aT(y)

Proof:
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T(x) =T(ay,az)
= (3a; + 2a,3a; — 4a,)
T(y) = T (b, b2)
= (3by + 2by, 3by — 4by)

() Tkx+y)=T(a;+by,az + b))
= (3(ay + b1) + 2(az + b2),3(a1 + by) — 4(az + by))
= (3a; + 3by + 2a, + 2b,,3a4 + 3b1 — 4a, — 4b,)
= (3a; + 2a, + 3b;y + 2b,,3a4 — 4a, + 3b1 — 4b,)
= (3a; + 2ay,3a; — 4ay) + (3by + 2by,3b; — 4by)
= T(ay, az) + T(by, b2)
=T(x) +T(y)
(i) T(ax)=T(aay, aay)
=(3(aay) + 2(aay),3(aar) — 4(aay))
=(a(3a; + 2ay), a(Ba; =4a,))
=a((3a; + 2a,), a(3a; — 4a,))
=aT(aq,az) = aT(x)

T:V,(R) = V,(R) is a linear transformation.

Exmple 3. Define T: R3 - R3 by T(a1, a, Clg) = (2611 + a,, a, — as, 2a2+4a3).
Verify whether T is a linear transformation.

Sol: x,yeVanda € F
~ x = (aq,ay az) and y = (bq, by, b3)
x+y= (a1 +b1,a2 +b2;a3 +b3)

Given
T(ay, az az) = (2a; + ay, a; — as, 2a; + 4as)

To prove T is linear, we have to prove
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MTx+y) =T +TY)
(ii) T(ax) = aT(x)
Proof
T(X) = T(al, ap, a3) = (2(11 + ap, a; — as, 2(12 + 4(13)T(y) = T(bl, b2, bg)
- (Zbl + bz, bz - b3, 2b2 + 4b3)
() T(x +y) = T(a1 + by, a; + by, az + b3)
= (2(ay + b1) + (az + bp), (az + by) — (az + b3), 2(az + by) +
4(az + b3))

= (2a1 + 2b1 + ay + by,a, + by — az — bz, 2a; + 2b, + 4az + 4b3)
= (2a; + ay + 2by + by, a, — az + by — b3, 2a; + 4asz + 2b, + 4b3)
= (2a1 + ay, a; — az, 2a, + 4a3) + (2by + by, by — b3, 2b, + 4b3)
= T(ay, az, az) + T(by, by, b3)
=T T
(i)T(ax) = T(aay, aa,, aaz)
=(2aaq + aa,, aa, — aaz, 2aa, + 4aas)

=(r(2a; + ayp), a(a, — az), a(2a, + 4as))

=a(2aq + ay, a; — az, 2a, + 4az)
= aT(ay, az az) = aT(x)

~ T is a linear transformation and hence a linear map on R3.
Example 4. Define mapping T:V3(F) — V,(F) by T(a4, ay, a3) = (ay, az). Verify
whether T is a linear transformation.

Sol: x,yeVanda € F

SoX = (all ay, ag),y = (bl; b2; b3)

x+y= (a1+b1,a2+b2,a3+b3)
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Given
T(ay, az a3) = (ay as)
To prove T is linear, we have to prove
NTx+y) =T +TQy)
(i) T(ax) = aT(x)
Proof:
T(x) = T(ay, ay, a3) = (ay, a3z)T(y) = T(by, by, b3) = (by, bs).

(i) T(x+y)=T(ay+ by,a+ byas+ bs)
= (az + by, a3 + b3)
= (az az) + (by, b3)
= T(ay, ay, az) + T(by, by, b3)
=Tx)+T()

()T (ax) = T(aaq, aay, aasz)
= (aaymaz)

= a(ay, az)
= aT(ay, ay as)

= aT(x)

=~ T is a linear transformation.
Example 5. Show that for 0 < 8 < 2m,the transformation given by Ty: R?
R%,Ty(a, b) = (acos 8 — bsin 8, asin 8 + bcos 6) is linear
Sol: x,yeER2anda € F
~x =(ay,b1),y = (azb)x +y = (a; + az by + by)
Given
Ty(a,b) = (acos @ — bsin 6, asin 8 + bcos 0)
To prove T is linear, we have to prove

DTx+y) =T +TY)
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(i) T(ax) = aT(x)

Proof
T(x) = T(ay,b1)
= (a,cos 8 — bysin 6, a;sin 6 + bycos )

T(y) = T(az, by)
= (a,cos 6 — b,sin 0, a,sin 0 + b,cos 0)

(i) T(x +y) = T(ay + az, by + by)
= ((aq + ap)cos @ — (b1 + by)sin b, (a; + az)sin 8 + (b + by)cos H)

= (aqcos 08 + a,cos @ — bysin 6 — b,sin 6, a;sin 6 + a,sin @ — bycos 6 — b,cos 6)
= (aicos @ — bysin 8, a;sin 8 + bycos )

+ (aycos 8 — bysin 6, asin @ — bycos ) = T(x) + T(y)
(il) T(ax) = T(aapabqy)

= (aa,Cos 8 — ab;sin 6, aa{Sin 6 + ab,cos®)

Example 9. Let M(R) be the vector space of all 2 x 2 matrices over R and B be a fixed
non-zero element of M(R). Show that the mapping T: M(R) — M(R) defined by
T(A) = AB + BA,YA € M(R) is a linear transformation.
Sol:
LetA,C e M(R)and ¢ € R
Given
T(A) = AB + BA,YA € M(R) for a fixed non-zero element B of M(R)

To prove F is linear, we have to prove
(DF(A+C) =F(A)+ F(0O)

(ii) F(aA) = aF(4)

Proof:
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T(A) = AB + BAT(C) = CB + BC
(HT(A+C)=(A+C)B+B(A+C)

= AB + CB + BA+ BC
= (AB + BA) + (CB + B()
= T(A) + T(C)

(ii) T(ad)=( aA)B+B(aA)
=a(AB+BA)
=aT(A)

=~ T is a linear transformation.

Example 14. Prove that there exists linear transformation T: R?2 — R3 such that
T(1,1) = (1,0,2) and T(2,3) = (1, —1,4). What is T(8,11)?

Sol: Let us express (1,1) and (2,3) as a linear combination of the standar basis vectors
e = (1,0) and e, = (0,1) of R?

(1,1))=1(1,0) +1(0,1) = 1e; + 1ey
=er+ez.. (1)

(2,3) = 2(1,0) + 3(0,1) = 2e; + 3ey
= 2e1 + 3ez2... (2)

Given

T(1,1) = (1,0,2)

= T(e1 +e) = (1,0,2) [ from (1)]

= T(e1) +T(ez) = (1,0,2) ...(3)

Also given

T(2,3) = (1,-1,4)
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= T(2e1 +3ep) = (1,-1,4) [ from (2)]
= 2T(€1) + 3T(€2) = (1, —1,4)
Solve (3) and (4)

(3) X 2 = 2T(eq) + 2T(e;) = (2,0,4)
@) =>2T(ey) +3T(ey) = (1,—1,4)
Subtracting — T(e,) = (1,1,0)
T(e2) = (-1,-1,0)
3) = T(e)) + (-1, -1,0) = (1,-1,4)
= T(e) = (1,-1,4) — (—1,-1,0)
T(e1) = (2,0,4)

To find the lineartransformation:
Let (a;,a;) € R2 Then

(a1, az) = a1(1,0) + a2(0,1)
= ae; + aze;
T(x,y) = T(aje1 + azey)
= a1T(e1) + a,T(ez)
= a1(2,0,4) + a,(—1,—-1,0)
T(ay, az2) = (2a; — ap, —ay, 4a1)
T(8,11) = (5,-11,32)

Example 15. Is there a linear transformation T: R3 — R2 such that 7(1,0,3) = (1,1) and
T(=2,0,—6) = (2,1)?

Sol: Let us express (1,0,3) and (—2,0, —6) as a linear combination of the R3
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standard basis vectors e; = (1,0,0) and e, = (0,1,0) and e3 = (0,1,0) of R3.
(1,0,3)=1(1,0,0) + 0(0,1,0) + 3(0,0,1)
=e1 + 0e; + 3e3
=e1 + 3ez ... (1)
(=2,0, —6) = —2(1,0,0) + 0(0,1,0) — 6(0,0,1)

=—2e1 + 0e, — 6e3
=—2e1 — 6e3 ... (2)
T(1,0,3) =(1,1)
=>T(e; + 3e3) = (1,1) [ from (1)]
=>T(eq) + 3T(e3) = (1,1) ...(3)
Also given

T(—2,0,—6) = (2,1)
T(—2e; — 6e3) = (2,1)) [ from (2)]
= —2T(e1) — 6T(ez) = (2,1)) -+(4)

solve (3) and (4)

(3) X2 = 2T(ey) +6T(ey) = (2,2)
(4) = —2T(e1) — 6T (e2) = (2,1)
Adding 0=(43)
It is not possible.

Therefore there is no linear transtormationtion with the given data’s.

Example 16. Find a linear transtormationtion T: R3 — R3 such that T(1,1,1) =
(1,1,1),T(1,2,3)=(-1,-2,3) and find T(1,1,2)=(2,2

Sol: Let us express (1,1,1),(1,2,3) and (1,1,2) as a linear combination basis vectors
e1=(1,0,0), e,=(0,1,0) and e5=(0,0,1) of R®
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(1,1,1) =1(1,0,0) +1(0,1,0) + 1(0,0,1) = 1eq + 1le, + leg
=e;+ey+es... (1)

(1,2,3) = 1(1,0,0) + 2(0,1,0) + 3(0,0,1) = 1eq + 2e, + 3e3
=e1 + 2e2 + 3e3 ... (2)

(1,1,2) =1(1,0,0) + 1(0,1,0) + 2(0,0,1) = 1eq + 1le, + 2e3

=e+eyte;s.. (3)
Given

T(1,1,1) = (1,1,1)
=>T(e1 +e;+e3)=(1,1,1) [from(1)]
= T(el) + T(ez) + T(€3) = (1,1,1) (4)

Also given
T(1,2,3) =(-1,-23)
= T(ey + 2e, + 3e3) = (—1,—2,3) [from (1)
= T(ey) + 2T(e3) + 3T(e3) = (—1,-2,3) ... (5)
Also given
T(1,1,2) = (2,2,4)

= T(@l + e, + 263) = (2,2,4) [from (1)]
= T(el) + T(ez) + 2T(€3) = (2,2,4) (6)
Solve (4), (5) and (6)

(4) = T(el) + T(ez) + T(Bg) = (1,1,1)
5 T(el) + T(ez) + 2T(€3) = (2,2,4)
O = ey =113

Subtracting
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T(e3) = (1,1,3)

(4) = T(ey) + T(ex) + (1,1,3) = (1,1,1)

= T(er) + T(ep) = (1,1,1) — (1,1,3)

= (0,0,-2) ...(7)
(5)= T(e) + 2T(ez) + 3(1,1,3) = (=1, -2,3)
= T(ey) + 2T(e3) + (3,3,9) = (=1, -2,3)
= T(ey) + 2T(ez) = (—1,-2,3) — (3,3,9)
= (-4, -5, —6) ... (8)

Solve (7) and (8)

(7) = T(el) + T(ez) = (0,0, —2)

Tle1)+2T(ep)=(~4~+5.-6)
2T (e2)=(4,54)

Subtracting(6) =

T(e2) = (—4,—5,—4)

(7) = T(ey) + (—4,-5,-4) = (0,0,-2)
= T(e1) = (0,0,-2) — (-4, =5, —4)
T(e1) = (4,5,2)

To find the linear transformation:
Let (x,y,z) € R3. Then

(x,v,2) = x(1,0,0) + y(0,1,0) + z(0,0,1)

= xe1 +ye, + zZeg
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r(x,y,z) =T(xe, + ye; + ze3)
= xT(ey) + yT(ez) + zT(e3)
= x(4,5,2) + y(—4, =5,—4) + z(1,1,3)
= (4x, 5x, 2x) + (—4y, =5y, —4y) + (z, 2z, 32)

T(x,y) = (4x —4y + 2z, 5x =5y + z,2x — 4y + 32)
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2.1.2 NULL SPACES AND RANGES
Null space (or) Kernal

Let V and W be vector spaces and let T: V' — W be linear transformation Then
the set of all vectors x in VV such that T(x) = 0y is called the null space (o

kernel) of T. It is denoted by (T ).
(i.e) N(T) = {x € V:T(x) = Oy}

Note: 0y is the zero element of W.

Range or Image

Let V and W be vector spaces and let T: V' — W be linear transformation. Then
the subset of W consisting of all images under T of vectors in V is called range
0. image of T. It is denoted by R(T)

(i.e) R(T).= {T(x)ix.€ V3

Theorem 2.1: Let"V and W be ‘vector'spaces and=T: V=5 W be‘linear. Then
(@) N(T) is a sub space of VV and
(b) R(T) is a subspace of I.
Proof: Given that V and W are vector spaces.
T:V - W is linear.
(@) To prove N(T) is a subspace of V.
We have to prove for o, f € F and x,y € N(T) = ax + Bys
Since T is linear, uy € N(y

T(0y) = 0y; 0y -zero vector of VV and 0y, -zero vector of V.

~ 0ye N(T)

~ N(T) is non-empty.
Letx,y e N(T)and a, 8 € F
= T(x) = 0w, T(y) = Ow

MAS8451-PROBABILITY AND RANDOM PROCESSES
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T(ax + By) = aT(x) + BT(y) (~ Tis linear )
= a(Ow) + B(0y) = Oy
~T(ax+py)=0
= ax + Ly € N(T)

~ N(T) is subspace of V
(b) To prove R(T) is subspace of W.
We have to prove for @, 8 € F and x,y € R(T) = ax + By € N(T)
Since T(0y) = 0,, (= T is linear)
= 0, € R(T)
~ R(T) is non-empty.

Letx,y € R(T)and a, B € F
Then there exits u and v in V such that
T(w) =xandT(v) =y

ax + fy = alf(w) + BT (v)

=T(au+ pv) € R(T)[+ au+ fv € V]
~ax+ Ly € R(T)
~ R(T) is a subspace of W.
Theorem 2.2: Let IV and W be vector spaces over a field F. Let T:VV-> linear

transformation which is onto. Then T maps a basis of VV onto a W.

Proof Let {vq, v, ..., v,,} be a basis for V.

We shall prove that T'(v,), T (v5), ..., T(v,) are linearly independent and that the
span W.

Now , aT(vy) + a;T(Vy) + -+ a,, T(v,) =0

= T(av1) + T(ayvy) + -+ T(a,v,) = 0. [+ T is linear]
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= T(av1 + ayvy + -+ . +a,v,) =0

=>a,=ay="-=a,= 0 (since vy, vy, ..., v, are linearly independent).
& T(vy), T(vy), .....T(v,) are linearly independent.

Now, let w € W. then since T is onto, there exists a vector v € V such T(v) =

w
Since L(S) =V,

V= + o+ auu,
Then

w =T(v)
= T(avy + -+ + a,v,)
= . T(wq) +- + &, T ()~ T islinear]

Thus w is a linear combination of thewectors F(v,), F(v,), ..., T(v,). =

T(v1),T(vy), ..., T(v,) span W an hence is a basis for W.

2.1.3. NULLITY AND RANK
Definition
Let V and W be vector spaces, and let T:V — W be a linear transformation. If

N(T) and R(T) are finite-dimensional, then we define
nullity (T) = dim[N(T)]
rank(T) = dim[R(T)]

Note: If nullity (T) = {0}, then dim[N(T)] = 0 i.e., nullity (T) =0
Theorem 2.5: Rank-Nullity Theorem (or dimensional theorem) Let T:V - W
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be a linear transformation and V be a finite dimensional vector

space. Then
dim[R(T)] + dim[N(T)] = dim(V)

(i.e) ran k(T) + nullity (T) = dim(V)

Proof:

Let VV be a vector space of dimension m.i.e., dim(V) = m. Since N(T) is
subspace of the finite dimensional vector space V dimension of N(T) is also
finite

Let dim(N(T)) =n

Since N(T) isasubspace of V,n < m

Let f = {vq, vy, ..., v} be abasis N(T). Since v;€ N(T), for 1 < i < n,
Then T(v;)) =40,1 <4i <n
Since S is a basis of N(T"), B is linearly independent in N(T).
Therefore g is linearly independent in'V/.
We shall extend this set § to a basis of the vector space V.
Let this basis of VV be 1= {v4, vy, ..., Uy, Uy, Uy, ..., Us}, Where n + s = m.
Lety = {T(uqy), T(uy), ..., T(us)}.
We shall show that this set y is a basis of R(T).
ie, to prove L(y) = R(T)
and y is linearly independent.
Since S1 is a basis of V, it spans V. Hence the set
{T(w1), T(W2), ... T(Wn), T(u1), T (u2), ..., T(us)}span R(T)
SinceT(v) =0,for1<i<n
the set {T'(uq), T(uy), ..., T(ug)} spans R(T).

L(y) = R(T)
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To prove is linearly independent.
Let a;T(uq) + apT(uy) + -+ + a,T(us) = 0.

= T(aquq + axuy + -+ + agug) = 0[~ T is linear ]
= aquq + axuy + -+ agus € N(T)

Since f = (vy, vy, ..., V) IS @ basis in N(T),
aug + auy + -+ agug = bvy + byvy + -+ byvy,
= aqqu; + axuy + -+ + asug — by, — byvy — -+ — by, =0
Since [ is a basis of V, uq, uy, ..., u,, v, vy, ..., Vg are linearly

independent,

~agT(uy) + aT(uy) + -+ a,T(u,) =0
Su=a,= - =a;=0

y = {T(uq), T(uy), ..., T(ug)} is linearly independent
~ y is abasis of R(T)

»dimR(T) = s
We have m = n + s
s dim(V) = dim[N(T)] + dim[R(T)]
i.e., ran k(T) + nullity (T) = dim(V)

Theorem 2.6: Let V and W be vector space, and let T: V — W be

transformation. Then T is one-to-one if and only if N(T) = {0}.

Proof:

Assume: T is 1 — 1 (one-to-one)
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Letu € N(T). Then
T(w) = 0 = T(0)
= T(w) = T(0)
Su=0(Tis1—1)
« N(T) = {0}
Conversely, assume that N(T) = {0}
Let T(u) = T(v).
T(w) — T(v) = 0
T(u—v) = 0 (= Tis linear )

= e 1 E§NGL) = {0}

~ Tis1—1 (one-to-one).
Theorem 2.7: Ift V and W be finite dimensional over F and T: V —» W be Then
the following are equivalent.

1 T is one-to-one
2 T isonto
3 rank (T) = dim(W)

Proof:

By dimensional theorem we have
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rank(T) + nullity (T) = dim(V) ... (

T is one-to-one & N(T) = {0}
< nullity (T) =0
& rank(T) = dim V [usin g(1)]
& dimR(T) =dimW [T is 1 — 1]
< R(T) = W[+~ R(T) € W with same rank]
< T'is onto.

2.1.4. PROBLEMS UNDER RANK AND NULLITY

Let V and W be vector space and let T:V — W be linear map

N(T) = {x € V:T(x) = Ow}

nullity (T) = dim(N(T))

R(T) = {T(x):x € V}

rank(T)) = image(R(T))

Example 17. Let.7: R3 — R2 by T(ay,.az, az) =.(68, —.a,, 2a3). Find N and
R(T)

Sol: To find N(T) :

N(T) = {(ay, az az) € R%:T(ay, ap, az) = 0}

Let T(aq, az, a3) =0

(a1 —az2a3) =0

Equating each terms to zero, we get

2a3 =0
a3z =0
a;—a,=0
a; = az
N(T) = {(a1, az, a3)}
={(ay, a1,0):a; € R}
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To find R(T) :
The usual basis of R3 is § = {(1,0,0), (0,1,0), (0,0,1)}

Given, T(ay, as, as) = (a1 — az 2as)
T(1,0,0) = (L,0)
T(0,1,0) = (=1,0) = —1(1,0)
T(0,0,1) = (0,2) = 2(0,1)
Image(T) = span{(1,0), (1,0, 2(1,0)}
« —(1,0) is depending on (1,0
= span{(L,0), (LO}[ 51 9y is multiple of (1,0)
= {x(1,0) + ¥((1,0)}
= {(x»)}
_ 2

Example 18. Let T: R2 — R3 be a linear map defined by T(a4, a;) =
(ay — ay, 0,0). Find nullity (T) and rank(T).

Sol: To find nullity (T) :

N(T) = {(ay, az) € R%:T(ay, az) = 0}

Let T(ay, az) = 0
(a; — az,0,0) = (0,0,0)
a;—a;=0
a; = a
N(T) = {(ay, a1)/a; € R}
={(1,1)a;/a; € R}
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The basis of N(T) is g = {(1,1)}

The nullity of T = dim[N(T)] =1
To find range (T) :
The usual basis of R2 is = {(1,0), (0,1)}

Given, T(al, az) = ((11 — Ay, 0,0)
T(1,0) = (1,0,0)
T(0,1) = (—1,0,0)

The image of usual (l)Jasis span Image (T)
LetA =]

—100]

1

0 O
A=] 0 O]Rz—’R2+ﬂ1

The basis of R(T) Is the non-zera row of the echelon matrix.
Therefore the basis of R(T) is y = {(1,0,0)}.

rank(T) = dim[R(T)] =1
Example (19) Let T: R2 - R3 be the linear mapping defined by T'(a4, a;) =
(a1 + az a1 — az ay)

Find the basis and dimension of (a) null space of T (b) Range of T

Sol: (a) To find (null space) kernel of T :
Let T(ay,ay) =0

(a1 + az a; — ay, az) = (0,0,0)
Equating the like terms

a1 +az=0..(1)
ar—a=0.. (2)
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a2=0

(D)=>a=0

kernel of T = N(T) = {(0,0)}

The nullity of T = dim(N(T)) =0

(b) To find range of T :

The usual basis of R2 is = {(1,0),(0,1)}

Given, T(ay, az) = (a1 + ap, a1 — ay, az)
T(1,0) =(1,1,0)
T,1) = (1,-1,0)

The image of usual basis span Image( T )

peta =+ 1l
O =2p0
A=[1 ! O]Rz—’Rz—R1
0 -2 0

The basis of R(T) is the non-zero row of the echelon matrix

Thus y = {(1,0,1), (0, —2,0)} forms a basis for Im(T).

Hence dim[lm(T)] = 2

I.e., Rank (T) = 2

Example 20. Let T: R3 = R3 be the linear mapping defined b T (a4, a,, az) =
(ay + 2a; —asz, a; + az, a1 + a; — 2a3)

Find the basis and dimension of (a) Kernel(b) Image of T

Sol: (a) To find kernel of T :

Let T(Cll, ay, a3) =0

(a1 + 2a; — a3, a; + az, a; + a; — 2az) = (0,0,0)
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air+2a2—az=0..(1)
az+az=0..(2)
ai+a2—2a3=0..(3)

Solve (1), (2)&(3)

The matrix of the given equations is

1 2 -1
A=0 1 1)
1 1 -2
1 2 1
~( 1 1)R3> R3—Ry
0 -1 -1
1 2 -1
~(0 1 1)R3—>R3+R2
0 gy 0
ar + 2a: —a3 =0 ...(4)
az+az=0..(5
Adding (4) and (5), we get
a, + 3(12 =0

a1 = —3az ... (6)

a1 is depending on a.

Therefore the basis of N(T) contains one element

az

©= “-=

-3 1

a = —3,a2 =1
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(5) > a3z =-1
Basis of kernel of T is § = {(-3,1, —1)}

nulliy(T) = dim(N(T)) =1
(b) To find Image (T) :

The basis of R3 is § = {(1,0,0), (0,1,0), (0,0,1)}
Given,T(aq,ay a3) = (a1 + 2a, — az,a, + az, a; + a, — 2a3)
T(1,0,0) = (1,0,1)
7(0,1,0) = (2,1,1)
T(0,0,1) = (-1,1,-2)

The image of usual basis span Image (T)

1 0 1
Let A=[2 1 1]

-1 1 =2
Ly L R2 — R2 — 2R1

~0 1 -1
0 1 -1 R3 - R3 + R1
1 0 1

~ [0 1 —1] R3 - R3 — Rz.
0O 0 O

The basis of R(T) is the non-zero row of the echelon matrix
Thus y = {(1,0,1), (0,1, =1)} form a basis form Im(T).

Hence dim[Im(T)] = 2

I.e, Rank(T) = 2

Example 21. Let T: P3(R) — P,(R) defined by T[f(x)] = f'(x). find the
nullity and rank of T.

Sol: Let f(x) € P3(x). Then

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials

f(x) = ag+ a1x + ax? + azx3 ... (1)
f'(x) =aq + axx + azx?

To find nullity (T) :
N(T) = {f(x) € P3(R): T(f(x)) = 0} ...(2)
Let T(f(x)) = 0. Then
F(x)=0
a; +ax +azx2 =0
a; + azx + azx? = 0+0x+0x?2

a, = 0,a2= O,Cl3=0

Example 23. Find the range space, kernel, rank and nullity of the following
linear transformation. Also verify the rank-nullity theorem T: V2(R) — V2(R)
defined by T'(x1, x2) = (x1 + x2,%1)
Sol:  Tofind (T):

LetT(x1,x) =0

(X1 +2x2,x1) =0

x1+x2=0..(1)
x1=0
(D) =>x=0
~ N(T) contain only zero element of VV2(R).
« N(T) = {(0,0)}
I.e the null space = {(0,0)}

dim[N(T)] = 0
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l.e nullity =0
To find R(T):
The standard basis e; = (1,0),e, = (0,1) of V,(R)

T(e1) = T(1,0)
= (1+0,1)
T(e;) = T(0,1)
= (0 + 1,0
= (1,0)

The image of usual basis span Image (T)

Leta =1

1p0

1
:(O 1)R2—)R2—R1

This is in the echelon form there are two non-zero rows
Basis of Image (T) is y = {(1,1), (0, —1)}

Therefore, rank of T = 2

Hence R(T) is the subspace generated by (1,1) and (0, —1)

R(T) = x1(1,1) + x,(0,-1)
= (x1,x1) + (0, —x2)
= (x1,x1 — xp) forall x;,x, € R
i.e the range space = {x1,x; — x2} = V,(R)

Rank + nullity =2+ 0
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=2
= dim[V2(R)]

Hence the nullity theorem is verified.

Example(24) Let T: R3 — R3 defined by Y(X,y,z)=(x+y,x-y,2x+z). Find the
range space, null-space, rank and nullity of T and verify rank+nullity of T =
dim(R3).

Sol: To find (T) :
T(x,y,z) = 0(x,x — 2y,2x,2x — 2y + z) = (0,0,0)
x1+x2=0..(1)
x1—x2=0..(2)
2x1+x3=0..(3)
M+2)=2x1=0
x1 =0
D=>x2=0
B)=x3=0
~ N(T) = {(0,0,0)}
= {0}
= dim[N(T)] =0
=nullity = 0

To find R(T) :
The standard basis of R3 is 8 = {(1,0,0), (0,1,0), (0,0,1)}

Lete; = (1,0,0),e,=(0,1,0) and e3 = (0,0,1)
T(x,y,z) =(x+y,x—y,2x +2Zz)

T(1,0,0) = (1 + 0,1 — 0,0 + 0)
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= (1,1,0)
T(0,0,0) = (0 + 1,0 — 1,0 + 0)
= (1,-1,0)

T(0,0,1) = (0 + 0,0 — 0,0 + 1)

= (0,0,1)
The image of usual basis span Image (T)
1 1 0
LetA=(1 -1 0)
0 0 1
1 1 0
=0 -2 0)
0 0 1

This in echelon from and there are three non-zero rows.

dim[R(T)] =3

l.erank of T =3

R(T) = the subspace generated by (1,1,0), (0, —2,0), (0,0,1)
= x(1,1,2) + y(0,-2,-2) + 2(0,0,1)
= (x,x,2x) + (0, =2y, —=2y) + (0,0, 2)

R(T) = (x,x — 2y,2x,2x — 2y + z)

Rank + nullity = 3 = dim(R3)

Fxample 25. Find the range space, kernel, rank and nullity of the following
linear transformation. Also verify the rank-nullity theorem defined by

T: V3(R) - Vz(R)by

T(e1) = (2,1),T(ezx) = (0,1),T(e3) = (L,1)
Sol: To find the kernel,

Since the linear transformation is not given, first find the linear transformation
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The usual basis of R3 is f = {(1,0,0), (0,1,0), (0,0,1)}

e1=(1,0,0),e,=(0,1,0),e3 = (0,0,1)
Given T(e) = (2,1),T(e) = (0,1),T(e3) = (1,1)
(x1, %2, x3) = x1(1,0,0) + x,(0,1,0) + x3(0,0,1)
= x1e1 + xye, + x3e3
T(x1,%2,x3) = T(x181 + X202 + X3€3)
= x1T(e1) + x2T(ez) + x3T(e3)
=x1(2,1) + x(0,1) + x3(1,1)
= (2x1,x1) + (0,x2) + (x3, x3)
= (2x1 + x3,x1 + x5 + x3)
N(T) = {(x1, x2, x3): T (x1, X2, x3) = 0}
Put T(x1,x2,x3) =0
(2x1 + x3,x1 + x2 + x3) = (0,0)
2x1.4+ x3.= 0. (1)

X1+X2+X3=0
(1) =>x3=-2x1

2)=x1+x2—2x1=0

XZ—X1=0

X1 = X2

X1 _ x2

1 1
(3)=>X3=—2

The basis of N(T) is B = {(1,1, —2)}
N(T) = the subspace generated by (1,1, —2)

={(1111 _z)xl}
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={(x1, x1, —2x1)}
- dim[N(T)] = 1
e nullity (T) =1

To find dim[R(T)]
Given T(el) = (2,1), T(ez) = (0,1), T(eg) = (1,1)

The image of usual basis span Image (7).

2 1
LetA=(0 1)
1 1

1 1
= (0 1)Ri < Rs
2 1
T 1
:(O 1 )R3—>R3—2R1
0 '
1 1

= (0 1)R3—>R3s+R:
0 0

This is the echelon form and there are 2 non-zero rows in it.
The basis of R(T) isy = {(1,1),(0,1)}

- dim[R(T)] = 2

l.erank of T = 2
Range space = the subspace generated by (1,1) and (0,1)

= x1(1,1) + x2(0,1)

= (x1,x1) + (0,x2)
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= (x1, X1 + x7)

~ Range space = {(x1,x1 + x3) | x1,x; € R}
Rank(T) + nullity (T) =2+ 1

=3

= dim(R3)

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials

2.3 MATRIX OF LINEAR TRANSFORMATION WITH STANDARD

BASES

1. Find the matrix of the linear transformation T: R2 — RZ given by
T(a,b) = (2a — 3b, a + b) relative to the basis (i){(1, 0), (0, 1)}
(i) {(2,3), (1, 2)}

Solution

Given, T(a,b) = (2a —3b,a + b)
(i) The standard bases of R2is § =y = {(1,0), (0,1)}

Given, T(a,b) = (2a — 3b,a + b)

~the matrix ofithe linearntransmission is [T]" 2 -3

(i)the basis 1s f = {(2,3), (1,2)}
V1= (2,3),172 = (1,2)
T(a,b) = (2a —3b,a + b)

T(v1) =T(23)

= (2(2)—3(3),2+3)

= (~5,5)
-5
5

The first column of the matrix of T is [

]

T(v2) =T(1,2)
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=(2(1)—-3(2),1+2)

= (=4,3)

The second column of the matrix of T is [_4]
3
Matrix of T is [_5 _4]
5 3

2.LetT:V,(R) = V3(R) and U: V,(R) - V3(R) be the linear
transformations respectively defined by T(a4, a;) = (a4 +
3a,, 0, 2a, — 4a2) and U(al, az) = (a1 — ay 2a4,3a, + 2(12). Let B

and y be the standard bases of V,(R) and V3(R) respectively. Verify

[T +U) = [T]" + [U]
B B B

Solution:
Given, T(al, az) = (Cll + 3a,,0,2a; — 4a2)

Since S and y be the standard bases of V2(R) and V3(R)

1 3
the matrix corresponds to g = [T]; =[0 0]....(0)
2 -4

Given, U(al, az) = (a1 — ay, 2(11, 3(11 + 2(12).

Since B and y be the standard bases of V2(R) and VV3(R)

1 -1
the matrix corresponds to § = [Ul; =2 0].....(2)
3 2
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2 2
W+@)= [T]; + [U]; =2 0]....(3)
5 —2

(T + U)(Cll, az) = (Cll + 3(12, 0, 2(11 - 4(12) + ((11 - 3(12, 2(11, 3(11 + 2(12)
= (a1 + 3(12 +a; — ay, 0+ 2a1, 2a1 - 4a2 + 3a1 + 2a2)
= (2611 + 2a2, 2a1, 5a1 - Zaz)

Since p and y be the standard bases of V2(R) and V3(R)

2 2
the matrix corresponds to 8 = [T + U][y; =[2 0]....(4)
5 =2

From (3) and (4) = [T + U]y =(T|x+ [UJ
B B B

3. Let T: V,(R) = V3(R) Dbe the linear transformations defined by

T(aq,ay) = (aq + 3a;,0,2a,; — 4a,). Let B and y be the standard bases of
V,(R) and V3(R) respectively. Verify [aT];'; = a[T];';

Solution
Given, T(al, az) = (a1 + 3a,,0,2a; — 4a2)

Since S and y be the standard bases of V2(R) and V3(R)

1 3
the matrix corresponds to § = [T]; =[0 0]
2 —4
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1 3
the matrix corresponds to 8 = a[T]Z =al[0 0]
2 —4
a 3a
=[0 0 ]..(0)
2a —4a

We have, T(al, az) = ((11 + 3a,,0,2a, — 4(12)
~aT(aq, ay) = a(a,+ 3ay, 0, 2a, — 4ay)
(aT)(aq,az) = (aaq + 3aay, 0, 2aa; — 4aay)

Since B and y be the standard bases of V2(R) and V3(R)

a 3a
the matrix corresponds to § = a[T][y; =[0 01]..(0
20 —4a

From (1) and (2) = [ocT]g N a[T];

4. Let T: P3(R) = Py(R) bethe linear transformations defined by
T(f(x)) = f(x). Let B and y be the standard bases of P3(R) and
P2(R) respectively. Then find [T]7,

Solution :

Let, B = {1, x, x2, x3} be the standard bases of P3(R)

Let, y = {1, x, x2} be the standard bases of P,(R)

Let, w; = 1,wy = x,w3 = x2

Given, T(f(x)) = f'(x).
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Let, (f(x)) = 1. Then f'(x) =0
T =T{x)=f(x)=0=0.1+0.x+ 0.x2

=0.wi+0.w2+0.ws3

0
The first column of [T]"; = [0]
0

Let, (f(x)) =x. Then f'(x) =1
Tx) =T(fx)=f(x)=1=11+0.x + 0.x2

=1.wi+0.w2+0.w3

1
The second column of [T]", = [0]
0

Let, (f(x)) = x2 Then f'(x)=2x
TO2) =T(f(x)) =f(x) =2x =01+ 2.x + 0.x2

=0.wi+2. w2+ 0.ws3

The third column of [T]yﬁ = [2]
0
Let, (f(x)) = x3. Then f'(x) = 3x2
TO3) =T(f(x)) =f(x) =3x2 =01+ 0.x + 3.x2

=0.wi+0.w2+ 3. w3

0
The fourth column of [T]VB = [0]
3
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So, [T]f =

SO O
(e Nan i
onN O
WEO

binils.com
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Eigen values and Eigen vector

1. Let T: Rz — R2 be a linear operator given given by
T(a,b) = (—2a + 3b, —10a + 9b). Let B be anordered
basis of R2 with A = [T]p. (i) Find the matrix A (ii)The
eigen values and eigen vectors of T.

Solution
Given, T(a,b) = (—2a + 3b,—10a + 9b).
Since g is the standard basis of R2

A=, = [—_120 2

To find the Eigen values:

]

The characteristic equation is [A — AI| = 0
AT S1A+.5,=0

S1 =Sum of the leading diagonal elements

=-24+9=7
S, =|Al =—-18 +30 = 12
A2—=T714+12=0
A=3,1=4
A = 3,4 are the Eigen values of A
To find Eigen vectors:

Solve the equation A-ADX =0 we
—2—-A 3 X1
get( _
10 9-pP )T 0@

Case 1: When A = 3, from (a) we get
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-5 3 X1

(7> HEh=0
—-10 6 2
—5x14+3x2=0
—10x1 +6x2 =0

Since the two equations are same, consider

—5x1+3x2=0
—le = —3.X'2
X1 X2
3 5

X1 = 3,.X'2= 5

Hence the Eigen vector corresponding to A =3is E; =

3
(5)
Case 2: When A1 = 4, from (a) we get
(T° HghH=o0
—-10 5 ™2
—6x1+3x2=0
—10x1 +5x2=0

Since the two equations are same, consider

—6x1+3x2=0
—6X1 = —3X2
X1 X2
3 6
X1 _*2
1 2
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X1 = 1, Xy = 2
Hence the Eigen vector corresponding to A =4is E;, =

1

)

2. LetT: P(R) — P,(R) Dbe the linear operator defined
by T(f(x)) = f(x) + (x + 1)f'(x). Let B = {1, x, x2} be
an ordered basis of P,(R) with A = [T]g. Find (i) The
matrix A (ii)The eigen values and eigen vectors of T.

Solution

Given, T:P,(R) —» P,(R) be the linear operator
defined by T(f(x)) = f() + (x + Df (%) ....(1)
Let 8 = {1, x, x2} be an ordered basis.of P,(R)
Tofind A =[T]g

Let, (f(x)) = 1. Then f'(x) =0
WD=2TA)=1+G+1).0=1=11+0.x +0.x2

1
The first column of [T]z = [0]
0

Let, (f(x)) = x. Then f'(x) =1
D)=>Tx)=x+(x+1).1=14+2x=11+4+2.x+ 0.x2

1

The second column of [T]s = [2]
0
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Let, (f(x)) = x2. Then f'(x) = 2x
(D)=>Tx2) =x2+ (x+1).2x = 2x + 3x2
=0.1+2.x+ 3.x2

The third column of [T]sz = [2]

3
1 1 0
0 0 3
Since A is an upper triangular matrix, the eigen values are
A=123

To find Eigen vectors:
Solve the equation (A —ANX =0

1—4 1 0 X1
C 07" 2Er 2 ) =0 (a)
0 0 31 ¢ X3
Case 1: When A = 1, from (a) we get
01 0 X1
(0 1 2)(*2)=0
0O 0 2 X3

Ox1+x2+ 0x3 =0....(1)
Ox1+x2+2x3=0..(2)
Ox1 + 0x2 + 2x3 =0...(3)

Solving the two distinct equations (1) and (2) by the rule

of cross multiplication, we get
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X1=1,XZ=O, .X'3=0

Hence the Eigen vector corresponding to A =11is E), =

1
(0)
0
Case 2: When A = 2, from (a) we get
-1 1 0 X1
(0 0 2)(*2)=0
0 0 1 X3

—x1+x2+0x3=0...(4)

Ox1 + Ox2 + 2x3 =0 ...(5)

Ox1 + 0xz + 1x3 =0 ...(6)
Selving thetwao distinet equations«(4) andy(5) by the rule
of.eross multiplication; we get

N X1 _ X2 _ X3
2—0 0+2 0-0

2 2 0
1 1 0

Hence the Eigen vector corresponding to A =21is E), =

1
(1)
0

Case 3: When A1 = 3, from (a) we get
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-2 1 0 x
(0 -1 2)(x2)=0
0 0 0 X3

—2x1+x2+0x3=0 ....(7)
Ox1 —x2+2x3 =0..(8)
Ox1 + 0x2 + 0x3 = 0...(9)
Solving the two distinct equations (7) and (8) by the rule

of cross multiplication, we get

X1 X2 X3
= = =
2—0 0+4 2-0
2 4 2
X1 X2 X3
> — = — = —
1 2 1

X1=1,XZ=2,X3=1

1
Hence the Eigen vector corresponding to A = 3 is E3, = (2)
1
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