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VECTOR SPACES

Definition :

Let F be a given field and let V be a non-empty set with addition and scalar

multiplication rules applicable to any u, v €V such asasumu + v € V and to

anyu € V,a € Faproductau €V . Then V is called a vector space over F if

the following condition hold :

8.

9.

. Closure cforallu,v eV=>u+v €V

. Associative :u+(vtw)=(u+v)+wVvVuv,w €V.

Identity :u+0=0+u=uforallueV,thereexist0 € V
Inverse ' (fu) +u=0=u+(-v) there'exist’-u eV, forallu e vV
Commutative:u+v=v+uforallu,veVv

Forallo € Fand forallu € V,au € V.

. o(u+tv)=au+ av, forall o € F forall u, veVv

(a+ B)v=av + pv, forall o, € Fand forall v eV

(ap)v =a (Pv), for all a, p €F and for all u, v eV

10.1.v=vforallveVv

Properties of vector space :

(i)
(in)

a0a.0=0,0 eV, foralla €F

0O.v=0,forallv e V,0 € F
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(i) (-o)v=-(av)=a(-v) forallv eF,veV
(iv) av=0,v#0,a=0wherea €F,a €V

v) oa@U-v)=av—oavforalla e Fandu,v eV

Proof :

(i)  since 0+0 =0 where 0 € V
a(0+0)=oaforalla €F
= 00+a0=0a0
= 00+00=a0+0
Hence a. 0 = 0 [ by left cancellation law]
(i) since0+0=0where0 eF
(0+0)v=0vforall weV
= 0v+0v=0v
= 0v+0v=0v+0
Hence Ov = 0 [ by left cancellation law]
(i) (-a)v=-(av)=a(-v)forallveF,veV
Sincea€eF=>-a€FandveV,-veV
=>o+(-a)=0€F;v+(v)=0€V
=>qv + (-a)v = [a + (-0)] V
ForallveV;av+a(-v)=a[v+(-V)]
Foralloa € F

=>qv + (-a)v=0v forallveV;av+a(-v)=a0 foralla € F
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=>qv + (-a)v=0forallve V;av+a(-v)=0foralla € F
=> (-a)v is the additive inverse of av in V ; a(-Vv) is the additive
inverse of av in V.

(v =-(av) ;o(-v)=-(av)
(iv) av=0,v#0
Toprove ao=0whereaeF,veV
Leta#OthenaleF
Consider av=0
ot (av) = ot (0)

= (ala)vi=0
= 1v=0

= v =0 which is a contradiction.

Hence a =0
Note : The vector space of V over the field F is denoted as V(F).

(i)  Cisavector space over a field C and R

(i)  Risavector space over a field R but not ina field C
(i)  Qis a vector space over a field Q.

(iv)  Zis not a vector space over a field R.

(v) ThesetR"={(aja.......an) a1 &R} Iisavector space over R.
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(vi)  The set M2(R) and M(Q) of 2 X 2 matrices with entries from R and Q
is a vector space over R.

(vi) The set Z,[R] of polynomials with coefficients from Z;, is a vector
space over Z,, where P is a prime.

(viii) Let E be a field and F be a subfield of E. Then E is a vector space over
F.

(ixX) Let Py(t) be the set of all polynomials P(t) over a field F, where the
degree of P(t) is less than or equal to n. i.e.,

P(t) =aptas t +.....+ant".
PROBLEMS UNDER VECTOR SPACE
Example 1. Provethat R X R is a vector space aver/R under addition and

multiplication defined by (x4, x3) + (y1, y2) = (x1 + y1,x2 + y,) and
a(xy, xz2) = (axq, axy)
Sol: Letx,y€eV=RXR

Then x = (x1, x3)

y=uy2)
Where X1, X2Y1Y?2 €ER
x+y=(x1,x) + (y2)

= (x1 +y1x2+y2) ERXR
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Lletae Fandx €Y
ax = a(x1, x2)
= (ax1,ax2) € R X R.
Therfore vector addition and scalar multiplications are true in R X R.

1 Under addition

Ap: Commutativity: x +y =x+y,Vx,y ER X R
x+y = (x1, %) + (Y1 Y2)

= (x1 + y1, %2 + ¥2)

=0 + X0y +Hpc2)

= (Y1 ¥2) + (x1,x2)

=x+y
~xX+y=x+y,Vx,yERXR

Az: Associativity: x + (y +2) = (x+y)+ 2z Vx,y,Z € R XR

Let x,y,z € R X R. Then

x = (x1,%2),Yy = V1, Y7)22 = (21, 22)

Where x1,x2, ¥1,¥2, 21,22 € R

X+ +2) = (x,x2) + [(y1,y2) + (21, 22)]
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= (x1,x2) + (V1 + 21,2 + 22)
=1+ 1+ 20, %2+ (V2 + 22))
= ((c1 +y1) + 21, (x2 +y2) + 22)
=(x1 + Y122 + ¥2) + (21, 22)
= ((c1,x2) + (Y1, ¥2)) + (21, 22)
=(x+y)+z

x+W+z)=x+y)+zVx,y,Zz€RXR

Az: Existence of Identity: There exists 0 € R X R snch that

x+0=x,Yx€RXR

LetO0O € R. Then 0 = (0,0) ER X R.
x+ 0= (x1,x3) +(0,0)
= (x1+0,x2+0)
= (x1,%2)

=X
0 = (0,0) is the zero clement of R X R

As: Existence of Inverse: For all x inR X R, there exists —x € R X R, such that

x+(—x)=0
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Letx € R XR
& x = (x1,x2), where xq,x, € R
Which implies — x;, —x; € R
= —x =(—x1,—x3) ER XR
x + (—=x) = (x1,x2) + (—x1 — x2)
= (x1 — X1, X2 — X2)

= (0,0)

x+(—x)=0
=>Inverse of x is —x

ie, inverse of (xq, x2) IS (—x1, —x3)

I1 Under scalar multiplicatiou:

Mia(x+y) =arx + ay;Va € Rand Vx,y € R X R
a(x +y) = alxz + y1xz2 +y2)
= (a(x1 + y1), alxz + y2))

= (ax; + ay; — ax; + ay,)
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= (axq, axy) + (ayq, ay,)
= a(xlr x2) + a(}'1, yZ)
=ax +ay

~a(x+y)=ax+ayvVa € RandVx,y ER X R

M,: (a+ B)x=ax+ fpx,Va,p € R,¥x € RXR
(a+B)x = (u+ B)(x1,x2)
= ((a + B)x1(a + B)x2)
= (ax1 + Bx1, axy + Bxy)
= (axy, @xy) By, fixz)
= a(xy, x2) + BCx1, x2)
= ax + Bx
(a+B)x = ax + fx,Va,p € R, ¥x € R X R
Ms: a(Bx) = (af)(x), Va, B € R,Vx € R X R
a(Bx) = a(B(x1, x2))
= a(Bx1, Bx2)

= (a(Bx1), a(fx3))
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= ((aB)x1, (aB)x2)
= (af)(x1, x2)
= (af)(x)

~a(fx) = (af)(x)Va,p €ER,Vx ER XR

Msy:l.x =x,VxERXRand1 €R

1.x = 1(X1, Xz)
= (l.xl, 1XZ)
= (x1,x2) = x

l.x=xVx€ERXRand1 E€R

Therefore V = Rx R isavector spaceover R;

Example 2. Prove that F is a vector space over a field F under addition and
muitiplication defined by (x1, x2, ..., x) + (Y1, V2, -, Yn) = (X1 +y1, %2 +

Y2, e, Xn+ V) and a(xq, xz, ..., xp) = (axq, axy, ..., ax,)

Letx,y €V =Fn
Then x = (x1, x2, ..., Xp,)

y = (yllyZ' "'ryn)

where xq,x2, «., X V1, V2, e, Yn €E F
xX+y=U1+y,x2+ Y2 i, Xy +yy) € Fn

Leta € F and x € Fn
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ax = a(xl, X2, ,xn)
= (axy, axy, ..., ax;) € Fn

Therefore vector addition and scalar multiplications are true in Fn.
I. Under addition

Aq: Commutativity: x +y =y + x,Vx,y € F©
x+y =01 +yLx2+ Y2 Xy + V)
=1+ x,y2 + X2 0, Y0+ Xp)

= (ylt Y2, ---;yn) + (xll X2, ...,xn)

=y+x

x+y=y+%xVxy€EFnr
Az: Associativity: x + (y+2) = (x+y) + z,Vx,y,z € Fr

Let x,y,z € Fn. Then

X = (xl; X2, '"an)Jy = (YLYZ' ...,yn),Z = (Zli Z2, ""Zn)

Where x1, X2, oo, X V1, Y2) ooo» Vi Z1, Z2, - Zn € F
X+ (y + Z) = (xlr X2, ""xn) + [(yl' Y2, ""yn) + (Zl; Z, ---Zn)]
= (X1, X2 0, X)) + (V1 + 21, Y2 + 22, oo, Y + Z3)

= (xl + (yl +Z1),.'X,'2 + (yZ +Z2)' vy X + (yn +ZTL))
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= (1 +y1) + 21, G2 +y2) + 220, O + y0) + 20)
=1 +yLx2 + V2 e, X+ y0) + (21,22, o, Z)
= ((xp, x2 s x0) + V1, Y2, -, Y0)) + (20, 22 -, Z0)
=(x+y) +z

~x+W+z)=((x+y)+2zVx,y,z€Fn

Az : Existence of Identity: There exists 0 € F» such that
x+0=04+x=x,Vx € Fn
Let0 € F. Thén 0 = (0,0,..,0)) € F~
x+ 0= (xq,x2 .., x,) + (0,0, ...,0)
=(@x1+0,x240,..,x,+0)

= (X1, X2, ..., X0)
=x
0 = (0,0, ...0) ) is the zero element of Fx
A, : Fxistence of Inverse: For all x in Fr, there exists —x in F» such that
(—x)+x=0

Let x € F,
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o x = (xq, X9, ..., X,); Where x1xo, ..., X, € Fy

Which implies —xq{, —x; ..., —x, € F
—x = (—x1 — X9, ..., —X,) € k"
X+ (—x) = (X1, %2, e, Xp) + (—X14 — X3 v e , —Xp)

= (xl —X1,X2 — X + oy Xp _xn)

= (0,0, ...,0)
=0
=>Inverse of x is - x
ie, inverse of (o5 1S(—x =y, ... ,=%;,)

I1 Under scalarmultiplication:

Mi=a(x+y)=ax+ ay,Va € Fand Vx,y € Fe
a(x+y) = alx; +y1x2 + y2 .., Xp + Y)
= (a(x1 +y1), alxz + y2), .., a(xn + yn))
= (ax1 + ayy, axp; + ay; ... ... ,ax, + ay,)
= (axy, axy) + (ayy, ayz), ..., (ax, + ayy)

= a(xy, x2) + a(¥1,¥2), ..., (ax, + ay,)

= ax + ay
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~a(x+y)=ax+ayVa € Fand Vx,y € Fr

My:(a+B)x=ax+fxa B €EFVx€EF’
(a+B)x = (a+ B)(x1, X2 e, Xn)
= ((a + Bx1(a + Bxy, ..., (@ + B)x,)
= (ax; + Bxy, axy + Bxy, ..., ax, + Bxy,)
= (axy, axy, ..., axy) + (Bxq, Bx2, ..., BXy)
= a(x, X2, -, Xp) + L(x1, X3, .o, Xp)
= ax + Bx
o (a+ B)x = ax + px Va, B € F ¥x.€ Fr
Ms: a(Bx) = (aB) (x),a, B € F,Vx € Fn
a(fx) = a(f(xy, xz, .., Xn))
= a(Bx1, fxz, ..., Bxy)
= (a(Bx1), a(Bxz), ..., a(Bxn))
= ((aB)x1, (aB)xz, ..., (aB)Xn)
= (af)(x1, x2, ..., Xp)

= (af)(x)
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~a(fx) = (af)(x),VYa,p € F,Vx € Fn

Myl.x=xVxe€Frand1€F
1.x = 1. (x1,x2, ..., Xp)
=(1.x3,1.%..,1-x,)
= (X1, X oo, Xp) = X

~l.x=xVx€Frand1€F

=~ Fn is a vector space over F.

Example 3. Prove that set of complex numbers is a vector space over field
R.

Sol: V=C={(x+iy)/xy €R}

Letx,y € C

Thenx = x1 + iy, y = x3 + iy,

Where x4, y1, X2, y2€ R

Addition of vectors is defined by
x+y=(x1 +iy) + (xz2 +iy2)
=x1+x,+i(y1 +y) €EC
Scalar multiplication is defined by

Fora e Randx € C
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ax = a(xy + iyq)

=axi1 +iax2 € C

Therefore vector addition and scalar multiplications are true in C.
1. Under Addition
Ap: Commutativity: x +y =y +x,Vx,y € C
x+y=x1+x)+ iy +y2)
= (x2 +x1) +i(y2 +y1)
= (xpiys) + (@1 iy1)
=y+x

“x+y=y+x,Vx,yeC

Az Associativity: x + (y+2) = (x+y)+ 2z Vx,y,z€C

Letx,y,z €C

X=X VLY =X+ 1Y, Z = X3+ 1Y3

x+ (+2)= (1 +iy) + [(x2 + iy2) + (x3 + iy3)]
=(x1 + iy1) + [(xz2 +x3) +i(y2 + ¥3)]

=(x1 + (x2 + x3)) +i(y1 + (2 +¥3))
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=((x1 +x2) + x3) + i((y1 + y2)y3)
=[Ce1 +x2) +ilyr +y2)] + (x3 + iy3)
=[(x1 + iy + (x3 +iy2)] + (x3 + iy3)
=(x +y) +z

x+@+z)=(xx+y)+zVx,y,z€C
Az : Existence of Identity: There exists 0 € C such that

x+0=xVeEC
Let0OER.Then0=0+i0€C
X0 =0 + iy)+ (0 +i0)
=x1+0+i(y; +0)

= X1 + lyl

0 = 0 + i0 is the zero element of C

A4 Existence of Inverse: For all x in C, there exists —x in C such that

(—x)+x=0
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Let x € C. Then
X = x1 + iy1, where x,y; € R

Which implies —x,y — { ER
s—x=—-x1+i(—y) €EC
x+ (—x) = (1 + iy + (—x1 + i(=y1)
=x1 —x1 +i(y1 —y1)
=0+ i0
=0

~ Inverse of x IS=x

i.e. inverse of x1 + iy Is —xq1 + i(—y1)

I1. Under scalar multiplication

Mya(x+y)=ax+ay,Va e Rand Vx,y € C
a(x +y) = a[(x; + x2) + i(y1 + y2)]

= a(x1 + x2) + ia(y; + y2)

= (ax1 + axy) + i(ay, + ay;)

= (axq + iayq) + (ax; + iay;)
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= a(x; + iy1) + alxz + iy2)
=ax +ay
~a(x+y)=ax+ax,Va € RandVx,y € C

Mz (a + B)x = ax + fx,Va, B € R,Yx € C
(a+B)x = (a + B)(x1 + iy1)

= (a+ P)x1+i(a + By

= ax; + Px; + i(ay; + By1)

= (ax; + iay,) + (Bx1 + ify1)

= alx; + 1) + L F iyy)

= ax ¥ Bx

“~(a@a+p)x=ax+px,Va,f €ERVx €EC

Mzda(Bx) = (aB)(x),Va,B € R,Vx € C
a(Bx)& = a(B(x1 + iy1))

= a(Bx1 + iBy1)

= a(Bx1) + ia(By1)

= (aB)x1 + l(af)y1
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= (ap)(x1 +iy1)

= (af)x
« a(Bx) = (af)x,Ya, B € R,Vx € C
Mal.x=x,Vx€Cand1l €R
1.x = (1+i0)(x1 + iyq)

=Xq +ly1

~l.xn=xVxeCand1l€eR

=~ C is a vector space over R.
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1.2 SUBSPACES
Definition :

Let V be a vector space and U be a non-empty subset of V. If U is a vector
space under the operation of addition and scalar multiplication of V, then it is

said to be a subspace of V.
Note:

(i) {0} and V itself are called trivial subspaces.

(i)  All other vector subspace of V are called non-trivial subspaces.

Note :

(i) A non-empty subset U of @ vector space'V over F is called subspace

ofV,ifu+veUandaueUforallu,veUandae€F or simply

au+tpBveUanda, EF

(i) {0} is asubspace of V called zero subspace.

(i)  Vis a subspace of its own.

(iv) {0} and V are called trivial subspace (or) improper subspaces.

(v)  Any subspace other than{0} and V are called proper subspaces of V
(or) non-trivial subspaces.

(vi)  The vectors lying on a line L through the origin R? are subspaces of

the vector space.
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(vii) A non-empty subset U of vector space V is a subspace iff u + aveU
forany v € U and a €F.
Theorem : 1.

Let w; and w;, be two subspaces of vector space V over F. Then winw; is a

subspace of V.

Proof :
As 0 € wy; N wy, wi N w;, IS hon-empty.
Consider u,v Ew; Nwy, a € F.
Thenu,ve w,a € Fanduyv e wy,a € F
u+oav €W andu + av € W,
S0, U+ av € wiN we
Hence w1 N w;, is a subspace of V.

PROBLEMS BASED ON SUBSPACES

1. LetV =R?.The XY-plane w; = {(x,y,0) :x, y € R } and the XZ-plane
w, = {(x,0,2) :x, z € R }.These are subspace of R®. Then w; N w,=

{(x,0,0) :x € R } is the x-axis.
Solution :

LetveV,v=(x,y,2) eV
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v=(X,Y,0)+(0,0,z2) e wi +w,
So,Vcw +w, € V
Hence V = w; +w2

2. Express the polynomial 3t? + 5t -5 as a linear combination of the

polynomials t2 + 2t + 1,2t2 + 5t + 4,t2+ 3t + 6

Solution :

Let a, b, ¢ € F such that

3t2+5t—-5=a(t2+2t+1) + b(2t2+ 5t +4) + c(t2 + 3t + 6)

3t2 + 565, =(d42b H )2 R (2a +5h +736)t #(aF4b + 6¢)
Comparing the co-efficients, we get
a+2b+c=3...(1)
2a+5b+3c=5 ..(2)
a+4v +6c=-5..03)
3) - (1) = 2b+5c=—-8...(4)
Multiply (1) by 2,

20+ 4b+2c=6 .......... (5)
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2)-G)=>b+c=-1..(6)

Multiply (6) by 2,

2b +2¢ = -2 ..(7)

(4) —(7) >3c=-6

c =-2
Substituting c in (6),
b—2=-1
h =2-1=1
b =1

Substituting ¢, b in (1)

Hence, 3t2 4+ 5t —5=3(t2+2t+ 1) + 1(2t2 + 5t + 4)
—2(t2+ 3t +6)

3. Let V = R3, then which of the following sets is/are subspace(s) of V.
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(i) wi = {(a,b,0);a,b € R}

(i) w2 = {(a, b, 0); a = 0}
Solution :

(|) _O= (0,0,0) € Wy, SO Wy # ¢

Let vi,v2 € w,ad € R

Then, v1 = (a,b,0) and vz = (¢, d,0) forsome a,b,c,d € R

vi+v,=(a+cb+d0)eEw
avi = (aa,ab,0) € wq

Hence w1 is a subspace of V.
(i) Consider w2 = {(a, b, 0); a = 0}
Here we should take the value of a as zero or positive.

LetV = (2,1,0) € w2

But under scalar multiplication, the vector is not in w;

Thatis —v = (—-2,-1,0) ¢ w:
(—Dveéw:
Hence w: is not a subspace of V

4. Let V be a vector space of all 2 x 2 matrices over real numbers. Determine

whether W is a subspace of IV or not, where
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(i) W consists of all matrices with non-zero determinant.

(it) W consists of all matrices A such that A2 = A.

Solution :
. x 0
(i) Letw = {] ]:x,y € R}
0 y
Since [1 0] € W, W is a non-empty subset of V.
0 1
. X1 0 Xy 0
Consider A = | ]1,B=] leWanda,B €R
0 » 0 ¥
ad = [ 0 ] andch=[’8x2 0 ]
0 ay 0 By
aA+,8B=[ax1+ﬁx1 0 L)
0 ay1 ¥hy;

Hence W is a subspace of V.

(i) W is not a subspace of V because w is not closed under addition.

10 . S0 that

2 1 0,1 0 1+0 0+0, 1 0
A= ][ 1=] =L 1
0000 0+0 0+0 0 0

A

~AeW

BUtA+A=[§ 0]+[ 0]
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[4 0];tA+A
0 O
ThusA+A¢g&W

7.LetV ={A/A = [a;] ,a; € R} Dbe a vector space over R. Show W =

nx

{A € V/AX = XA for all A € V}is asub-space of V(R)
Solution :
Since0X=0=X0forallXeV
= 0 € W. Thus W is non-empty.
Now, leta,f € Rand A, A, € W

= A{X = XA; and A,X = XA, forall X € V
o (@A BADX = (@A)X+ (BA)X
= a(AiX) + B(A2X)
= a(XA1) + B(XAz)
= X(aA;) + X(BAy)
= X(aA; + BA,)
= aAi + BA; EW

Hence W is a vector space of V(R).
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Theorem : 3. If S is any subset of a vector space V(F), then S is a subspace of

V(F) ifand only if L(S) = S.

Proof:

Given S is a subspace of V(F)

Toprove L(S) =S
Let x € L(S) = there exists x4, ..., x, € S
a,ay, .., a, €F
X = ayx1 + axxXp 1o+ ax, €8S

LS csS ....(»2)

Also S c L(S) ... (2) [Since S is a subspace of V(F)]

From (1) and (2), L(S) =S
Conversely, Given L(S) = S

To prove: S is a subspace of V(F)
Since L(S) is a subspace of V(F)

=~ S is also a subspace of V(F)
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8. Let V be the set of all solutions of the differential equation 2y" — 7y +
3y = 0. Then V is a vector space over R.
Solution :

Let f,g € Vand a € R.

Then2f"—7f +3f =0and
29" —79 +39g =0
26;‘—;(f+g)—7%(f+g)+3(f+g) =0
Hence f + g €V
Also 2(af)r = 7(af) * B(af) =0

Hence'af'e V

Hence V is a vector space over R.

9 Examine whether (1, —3,5) belongs to the linear space generated by S,
where S = {(1,2,1), (1,1, -1), (4,5, —2)} or not?
Solution :
Suppose (1, —3,5) belongs to S.

=~ There exists scalars a, 8, y such that
(1,-3,5) = a(1,2,1) + p(1,1, -1) + y(4,5, —2)

(L,-35 =(a@+pB+4y,2a+B+5y,a—-—2y)
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Comparing both sides, we get

a+f+4y=1 ... (1)
2a+pB+5y=-3......... (2)
a—pf—-2y=5...... 3)

Adding (1) and (3), we get
2a+2y=6=>a+y=3 .. (4

Adding (2) and (3), we get

3a+3y=2:>a+y=§--- (5)

Equation (4)'and(5) are contradiction
Hence (1, —3,5) does not belong to linear space of S.

Remark :

The union of the subspace may not be a sub-space.
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1.5 LINEARLY INDEPENDENCE AND LINEARLY DEPENDENCE

Linearly dependent set

A subset S of a vector space is called linearly dependent if there is a
finite number of distinct vectors v4, v, ..., v,,Iin S and scalars a4, a, ..., Zero
such that

a v+ avy + o+ av, =0

Linearly independent set
A subset S of a vector space that is not linearly dependent is called independent.
I.e., A subset S of a vector space is called linearly independent if there exis.

number of distinct vectors v, vy, ..., v, in S and scalars a4, @y, ..., a, such
avy +avy + -+ apv,= 0. Impliesa;=a, = =a,=0

Note:

e Any set of vectors which contains zero vectors is linearly dependen
¢ In R2 any two straight lines which are not parallel are linearly indep
¢ In RZ any two straight lines which are parallel are linearly dependen

e In RZ any three vectors are linearly dependent therefore any set of n in

the Rm are linearly dependent if n > m.

Theorem 1.16: {0} is a dependent set
Proof: Let V' be a vector space over F
Letvi =0

Therefore aqv; =0=>a;# 0

=~ {0} is linearly dependent.
Theorem 1.17: A singleton non zero vector is linearly independent set
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Proof: Let IV be a vector space over F
Letvi #0€V
Therefore ;v =0=> a;=0

= {v1} is linearly independent.

Theorem 1.18: Any subset of a linearly independent set is linearly
independent.
Proof:
Let VV be a vector space over a field F.

Let S = {vq, vy, ..., v} be a linearly independent set.
Let S = {vy, vy, ..., v} be a subset of S, where m < n.

Suppose Sy is a linearly dependent set. Then there exist ay, ay, ... ... am in F

notall  zero, such that
a v+ avy + -+ an v, =0

Hence a vy + apvy + -+ + a0y + OV + -+ + 0v,, = 0 with

not all zero.

Therefore {v4, vy, ..., Vm, Um+1, ---» Vn} 1S @ linearly dependent set of IV

I.e., S is a linearly dependent set of V, which is a contradiction.
Therefore S1 is linearly independent.

Theorem 1.19: Any set containing a linearly dependent set is also linearly

dependent
OR

Any super set of a linearly dependent set is linearly dependent set
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Proof: Let I/ a vector space over F.

et S be a linearly dependent setof I/...
Then there exits scalar a4, ay, ..., @, € F not all zero such that

a vy +avy + -+ av, =0
now consider the super set S; = {vq, v, ..., Vp, Vnt1}
Then we have a v + apvy + - + ayv, + 0v, = 0 with at least one a; # 0

=~ S11s linearly dependent.

Theorem 1.20: A finite set of vectors that contains the zero vector will be

linearly dependent.

Proof: Let S = {0, vy, vy, ..., V,,} be any set of vectors that contains the zero

vector. Consider
a(0) + vt vy +o v, =0

Which implies'as # 0
Therefore S = {0, vy, vy, ..., v} linearly dependent.
Theorem 1.21: Let S = {vy, vy, ..., v,,} be a linearly independent set of vectors
in
a vector space IV over a field F. Then every element of L(S) can be uniquely
written in the form ayv; + ayv, + -+ + a,v,, Where v, € S and a; € F.

Proof: By the definition, every element of L(S) is of the form

a1vq + arU; + -+ a,v,

We prove that every element of L(S) can be uniquely written in the form

a1vq + (VX% + -4 a,v,
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If not suppose there is linear combination vy + Bovp + -+ v, Of S
such that
avy + avy + -+ av, = By + By + o+ By, Where B, EF
= (g — v+ (az = Bva + -+ (@, — BV, =0
Since S is a linearly independent set, (a; — ;) = 0 for all i.

a,— ;= 0foralli

~oo;= B forall i
Hence every element of L(S) can be uniquely written in the form
av1 + arvy + -+ av,

Theorem 1.22: Aset S = {vq, vy, ..., v}, n = 2 isalinearly dependent set of
vectors in V if and only if there exists a vector v, € S such that v, is a linear

combination of the preceding vectors vq, vy, ..., Vy_1.

1. Determine whether the following sets of vectors v3(R) are
linearly dependent or linearly independent.
I. V1==(0,2,-4), V2>=(1,-2,-1), V3 =(1,-4,3)
. Vi==(1,2,-3), V2=(1,-3,2), V3 =(2,-1,5)
ii. Vi==(1,2,3), V2=(3,1,5), V3 =(3,-4,7)

Solution:

(i) Letav;+ bvot cvz=0,4a,b,ceR
a(0,2,-4)+ b(1,-2,-1)+c (1,-4,3) =(0,0,0)

= (0, 2a, -4a)+(b, -2b, -b)+(c, -4c, -3c) =(0, 0, 0)
= (b+c, 2a-2b-4c, -4a-b+3c) =(0,0,0)

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials
2a-2b-4c=>a—-Db-2C=0.cccveiiiiiien (2
-4a-b+3Cc=0.ccciiiiii, 3
Subtracting (3) from (2)
5a-5c=0 =>a=c
From (1) b=-c
If we choose ¢ = k, then a=k and b=-k
Hence the system is linearly dependent

(i) a(1,2,-3)+b (1,-3,2)+c (2,-1,5) = (0,0,0)
atb+2c=0 ...... (1)

2a -3b —c=0........... (2)
-3a +2b+5C =0 (3)
Multiply (1)-by-2,

28 +2b+4c =0 .. et 4)

Subtracting (1) and (2),
Weget 5b+5C=0....ccccccvrirniiiniinnnnnnnn, 5)
Multiply (1) by (3),
3a+3b+6C =0..ccccvviirieien, (6)

Adding (3) and (6),

5D =11C =0 ..o (7)
Substituting ¢=0 in (5)
We get b=0

From (1), a=0
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a=0,b=0,c=0
The given system is linearly independent.

(i) a(L,2,3)+b(3,1,5)+c(3,-4,7) =(0,0,0)

a+3b+3c=0 ....... (1)
2a +b-4c =0................ 2
at5b+7c =0............ 3)

Subtracting (3) and (1),
2b +4c =0............... 4)
Multiply (1) by (2), 2a +6b+ 6¢ =0 ...(5)

Subtracting (5) and (2),

5b +10c =0
Dt 2C=0. . i o (6)
Multiplying'(6) by 2,
2b +4¢c =0............... @)

From (4) and (7),
B=-2c
Substituting b in (2)
2a -2c -4¢ =0
2a=6cC
a=3c

The given system is linearly dependent.
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2.1t V1 =(2, -1,0), V>=(1,2,1) and V3= (0,2,-1). Show V1 V>, V3 are
linearly independent. Is it possible (3,2,1) as a linear combination of
V1, Vz, Vs.

Solution:
Let avi+bvo+cvs=0,a,b,ceF

a(2,-1,0)+b(1,2,1)+c(0,2,-1) =(0,0,0)

2atb=0  ....... (1)
-a +2b+2c =0................ (2
b-c =0............. (3)

2 1 0 a 0
[-1 2 2] [b] =][0]
O 1 -1 ¢ 0
2 1 0.0
DetA=det[-1 2 2]
0 1 -1
2 1 0
= det [—1 4 2]C1-> C, +C3
0O 0 -1
=_det[ > 1]=-9%0
-1 4
a=b=c=0

hence the system is linearly independent.

Let v=ajvit aVvo+ azvs where a;, azas € F
(3,2,1 ) = ai(2,-1,0)+ax(1,2,1)+a3(0,2,-1)
(3.2,1) = (2 a1+ az,- a1+ 2 ay+2 a3, a- a3)

Comparing
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3=2 a1t 2., (4)
2=-a1+2 0+ A3, (5)
1= -85, (6)
Multiplying (5) by 2,

4=2-y+4da,+tdas .(7)

Adding (4) and (7)

/= S5at+da; ... (8)
Multiplying (6) by 5,
5= Saytbas ....(9)
Subtracting (8) and (9)

2= 9 a3 => az; =2/9
Substituting az in (6)

1= @-2/9=>1+2/9

5, =11
279

Substituting a, in (4)

3=2a;+1
9

2a;=3 — -
9

27-11
9

2=
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=>a; =16 =8
2%9 9

a; =8 , d2 E, az=2
9 9 9

hence (3,2,1) =8(2,-1,0)+ -(1,2,1)+ 2(0,2,-1)
9 9 9

which is the required linear combination.

1. Ifx,y,z are linearly independent vectors in a vector space V then prove that

all linearly independent x+y,X-y,x-2y+2

Solution:

Let a, b, ¢ € F such that

A(x+y) +b(x-y)+c(x-2y-z)=0

= (a+b+c)x+( a- b- 2c)y + cz =0, x+0, y+0,z

Comparing a + b+ ¢ =0 ".(1)

a—b-2c=0... (2),
c=0 ....(3
Note:
1. Any matrix with distint eigen values can be diagonalizable.
2. All matrices donot posses n linearly independent eigen

vectors. Therefore all matrices are not diagonalizable.

3. Similar matrices have the same eigen values.

4. If A is diagonalizable then it has n linearly indebendent eigen
vectors.

5. Symmetric matrices are always diagonalizable.

6. Let A be a square matirix, A is orthogonally diagonalizable

Iff it is a symmetric matrix.
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Definition:

A square matrix A is said to be orthogonally diagonalizable if there
exists an orthogonal matrix N such that D =NTAN is a diagonal

matrix.

1.Show that the following matrix A= —4 —6 is diagonalizable
5 5]
hence find A°.

Solution:

The characteristic equation | sgiven by |[A — AI|=0
—4—-1 -6

(ie.) | A,

=0

=>(—4—-21)(5—-21)-3(-6)=0
=> -20+4 1-5 A+ 12418 =0
=>2- 1 -2 =0
(A+1)( 1-2) =0
A=12
The eigen values are 1=-1,2

To find eigen vectors :

(A-Alv=0

m4—4 6 X1 0

O P N PY (Y
Case (i)

Substituting A =2 in we get
—4-2 -6 X 0

| _
3 s—2llel=
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-6 —6, %1 0
3 30l =[]

|
-6X1 -6X2 =0
3X1 +3X2 =0 =>3x; =-3X,
=>X; = -Xp
Let x2=t,thenx; =t
Vi=1(7)
Case (ii)
Substituting A =-1 in we get

441 -6 *17_ {0
3 I, 1= []
| 5+1 %2 0

-3 -6, X1 0
2 ol = 1]

|
-3%; -6x2 =0
3X3 +6x2 =0 => 3X; = -6X;
=>X; = -2X»
Let x;=s,thenx; =-2s
Va2 =s(2)
Since A has two linearly indebendent eigen vectors

diagonalizable.

it is

Modal matrix is the column vectors of the diagonalizing matrix M.

-1 -2
1 1]
M1AM=-1 -2, -4 -6 -1 —2]

M =
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M1 = ﬁ (cofactor matrix)’

1 -1 2
'(—1+2)[ 1 —1]
-1 2

1
M1AM o .

—-4+6 —-6+10 -1 -2
[4—3 6—5 ][1 1]

N
111 1
24 —hE s
~1+1 -2+1
_[2 0
- ¥
o L1
ML AM = D ooooeieeeeeeesessssssssssssssssssssssssssssssssssssssssssseees 3)

Pre-multiply (3) by M and postmultiply (3) by M on both

MM?® AM M1 =MDM?

A =MDM!
A9=MD9M1 .................................. (4)
2 0.9 29 0
D% = ] ==
o 1 Lo (—1)9]
__12 0
=17 ]

A° = MD® M
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=[—1 2][512 0]_[—1 —2 -1
1 -1°0 -1 1 1

-1 2 512 O I 1 2 |
1 —dbo My
=[—512+0 0+2 1 2

512+0 0-1 -1 —1]

—-514 +1026

“lsi3 1025

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials

LINEAR COMBINATIONS
Definition :

Let vi,Va,.....,vm be vectors of vector space V. The vector v in V is a linear
combination of va,.....,vy If there exist scalars ay,.....,am Such that v can be

written as v = ajvi+ aVo+. ...+ amVm
Span
Definition :

Let vi,Va,.....,vim De vector of vector space V. These vector span V if

every vector in V can be expressed as a linear combination of them.

THE SYSTEM OF HOMOGENOUS EQUATIONS

The system of homogenous equations 1S AX = 0

G I
. . . . . 0
where A =1} - C . Lx=}V o= .
lo]
[o]
[anl an2 - amn] [xn]

Evidently X = 0 is a solution of AX = 0 in which X = 0, called trivial solution.
There are solutions to AX = 0 in which X # 0, called non-trivial solution.
Note: For AX = 0, there is more than one solution.

We have the following two theorems without proof.
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Theorem 1 : The system of homogenous equations AX = 0 has trivial |ution

(X =0)ifandonlyif |[A] # 0

Theorem 2 :The system of homogenous equations AX = 0 has non-trivial ution

(X # 0) ifand only if |A] = 0.
Find the non-trivial solutions of the equations
X1 +2x, —x3=0,3x1+x2 —x3=0,2x1 —x2,=0

Sol:

The system is equivalent to

Inm 2 —=lp*1 0
AXr=\[31 ™ -] [%e]= [0]
2 =1 0  =*x3 0

1 2 -1
SlAl=13 1 -
2 =1 0

=1(0—-1)—2(0+2)—1(-3—2)
= —5+5=0

|1 2|¢O
31

Hencerank of Aisr = 2.
n = number of unknown = 3

Therefore, n —r =3 -2 = 1.
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There is only one linearly independent non-zero solution.
Solving actually, by rule of cross multiplication, the equation
X1+ ZXZ — X3= 0

3x1 +x2 — x3 = 0 we get,

|2
=
I
N
|2

N
|
vl [

R
[&2
NS}
[&2
[0S}

|
[U
N
vl

X1 = 1,.'Xf2 = 2,X3 =5

Solve the system of homogeneous equations
X1+ x, +2x3=0,2x1 —3x; — x3 = 0,—3x1 + 2x, + SX3= 0

The system is equivalent to

1 1 2
Al=12 -3 -1j
-3 2 5

=1(-=15+42) — 1(10 —3) + 2(4 — 9)

=-30+#0
Therefore the system has a trivial solution

X1 = O,Xz = O,Xg =0
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THE SYSTEM OF NON-HOMOGENOUS EQUATIONS

The system of non-homogenous equations is AX = B

[a11 Az - a1n] X1 [bﬂ
azq a, a, [xz] b2
whered= 0 .0 x= :l,B=|.|

[anl Apz amn] [Xn] [ bn]

The system AX = B is said to be consistent if it has a solution. Otherwise it is
inconsistence.
Roaches’ theorem :

The system AX = B s consistent ifand only if (4, B) = r(4)

Note

o Ifr(4, B) = r(A) = number of unknowns, then the system has unique

solution.

o Ifr(4,B) = r(A) < number of unknowns, then the system has an infinite

number of solutions.

e If (4, B) # r(A), then the system has no solution.
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Show that the equations +y +z=6,x —y+2z2=53x+y+z = 8,

and, 2x — 2y + 3z = 7 are consistent and solve them.

Sol:

The system of the given equations is

1 1 1 6
1 -1 2,.5_
[311][32'] [81
2 -2 3 7

1

a mod RS
3 1 1 g
2 -2 3.7

o o1 vEr Res Ry Ry
~( )R3—>R3—3R1

0 -2 -2 -10

0 —4 1 _5 R4—>R4—2R1
1 1 1 6
(O -2 1 —1) R3 > R3—R;
0 0 3 9 R4—) R4—2R2
O 0 1 3
1 1 1 6
o -2 1 -1
[A B]:(O 0 3 9)R4—’3R4—R3
O 0 0 O
1 1 1
0 -2 1
Now A ~ 1
[0 0 3
0O 0 O
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r(A) = number of non-zero rows of A
=3
r(4, B) = number of non-zero rows of [4, B]

=3

Since (4, B) = r(4) = 3 = number of unknowns, the system is consistent

unique solution.

—2y+z=-1
—2y+3=-1

—2y =—4

x+y+z=6
x+2+3=6
Sx =1

Examine if the following system of equations is consistent and find the

solution if it exists. The system of the given equations is +y + z = 1, 2x —

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials

2y+3z=1x—y+2z=5and,3x+y+z=2

Sol: The system of the given equations is

1 1 1 X %
2 -2 =

2 E]Zi} L]
3 1 1 2

The augmented matrix is given by

;2 231
[A,B] = ( )
1 -1 2 5
3 1 1 2
11 1 1 o p e
| (O 4 1 _1) R3 = Rgw= Ry
0 —2 1

j 14 % 11

~ " Rs > 2R — R
0 O 1 9
0 0 1 R4—>2R4—R2
1 1 1 1
0 4 1 -1
0O 0 0 44

~ (A) = number of non-zeru rows of [A4, B]

=4
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Now A ~ [

SO O K

OO B

O = =
—

r(A) = number of non-zero rows of A

=3

r(4, B) = number of non-zero rows of [4, B]
=3

Since r(A4, B) # r(A), the system is inconsistent and has no solution.
Solve the system of equations if consistent

Xq ¥ 2x,— &3 = 5x4 =4

X1 +3xy3 —2x3—7x4 =5

2x1 —x2 +3x3=3
Sol: The system of the given equations is

1 2 -1 -5 4 x
[1 3 -2 =7 5][y]=0
2 -1 3 0 3 z

The augmented matrix is given by

1 2 -1 -5 4
[AB]J=[1 3 -2 -7 5]
2 -1 3 0 3
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1 2 _1 _5 4‘ Ia2 N RZ _ R1

~[0 1 -1 -2 1] 3
0 -5 5 10 -5 K3~ Rs—2R

1 2 -1 -5 4

~[0 1 -1 —2 1]Rs - Rs+5R,
000 0 O

r(A4, B) = number of non-zero rows of [4, B]
=2

1 2 -1 -5¢4

A~ly 1 21 —zll]

r(A) = number of non-zero rows of A
=2

(4, B) = r(A) =2 < number of‘unknewns ="4;

The system is consistent and has many solution.
To find the solutions

we have,
X1 + 2X2 — X3 — SX4= 4 (1)

and

X2 —x3—2x4=1...... (2)
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As there are 2 equations, we can solve for only two unknown. Hence other two

variables are treated as parameters
Let X3=Kk1, X4 = ko

(2)= x2 — k1 — 2k = -1

X, =ki+ 2k, +1

1) =>x+2(ky+2k;+1) -k, —5k; =4
x1+ 2k, +4k, +2 —k; — 5k, =4
x1+ki—ky=2

x1=2—ki+k,

=~ The given system possess a twe parameters family of solution.

LINEAR COMBINATION
Definition : Let V be a vector space over F and v1, vy, ..... v, € V. Any vector

of the form
av1 + avy + -+ av,

where a4, a5, ..., @, € F, is called a linear combination of the vectors v4, vy, ...,

1 1
If w1 = (0) and w2 = (2), what is the linear combination w1y + w2y2?
1 0

Sol:
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1 1
w1yt +w2yz = (0) y1 + (2) y2

1 0
Y1 V2

= (0) + (2y2)
Y1 0
Y1ty

=( 2y2 )

Y1

In R3, determine whether (5, 1, —5) is expressed as a line combination of

(1, -2, -3) and (=2, 3, —4).

Sol: Given v = (5,1,-5),v1 = (1,—-2,-3) and v2 = (—2,3, —4)
The linear combinationjofw, and v s

UV =a1v1 + arv,
(5,1,-5) = a;(1,—2, —3) + ay(=2,3, —4) ... (1)

= (a1, —2aq, —3aq1) + (—2ay, 3ay, —4ay)

= (a1 — 2ay, —2a1 + 3a,, —3a; — 4ay)
From the equivalent system of equations by setting corresponding components
equal to each other and then reduce to echelon form

ar—2a; = 5. (2)
—2a1+3a2=1..03)

—3a1 —4a2 = =5 (4)
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sol ve(2) and (3)

1) x2=2a1—4a2 =10

)= —-2a1+3a2 =1

ar=—11

B)=>a1—2(—-11)=5
a = —-17
Substitute the values in (1), we get

(51, -5) = —17(1, -2, —-3) — 11(-2,3, —4)

(5,1, -5) = (5,1,95), which is false

-~ v i1s not a linear combination of v; and v,

In R3, determine whether (1,7, —4) is expressed as a linear ;ombination of
u=(1,-3,2)andv =(2,—-1,1) in R3.

Sol: We wish to write
(1,7,-4) = aciu + a2v
= al(l, —3,2) + a2(2, —1,1) (1)
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= (Q’l + 2(12, —3(11 — ay, 2(11 + (Zz)

From the equivalent system of equations by setting corresponding component

equal to each other, and then reduce to echelon form
a1+ 2a2 =1...(2)

—3a1—az=7..(3)

Verify 2x3 — 2x%2 + 12x — 6 is a linear combination of x3 — 2x2 — 5x — 3
and 3x3 — 5xZ2 —4x — 9 in P3(R).

Sol: P(x) = 2x3 — 2x2 + 12x%' = 6,Q(x) = x3 — 2x2 —5x — 3

and R(x) = 3x3 = 5x2 —4x — 9

We wish to write P(x) = a1Q(x) + aR(x), with a4 and a; as unknown

scalars. Thus

2x3 —2x2+4+12x — 6

=aq(x3 —2x2 —5x—3) + a,(3x3 = 5x2 —4x - 9) ...(1)
2x3 —2x*+12x — 6
= (a1 + 3ay)x3 + (—2a; — 5a3)x? + (—5a; — 4ay)x + (—3a; — 9ay)
Equating the co-efficient on both sides, we get
air +3a2 =2...(2)
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—2a1 — 5a; = -2 ... (3)
—5a1 —4a2 =12 ... (4)
—3a1 —9a; = —6... (5)

Solve (2) and (3)

2)X2=>2a1+6a2=4

—2a,-5a;=—2
Adding (3) = 7%

ar=2
From (2), we get a1 + 3(2) = 2
ag=2-—6
o= —4.,

From (4), —5a1 — 4a2 = 12

—5(—4) — 4(2) = 12
20-8=12
12=12
(4) holds good.

From (5), —3a1 — 9a2 = —6

—3(—4) —9(2) = -6
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12-18=-6
(5) holds good.
~ P(x) is a linear combination of Q(x) and R(Xx).

Seample (44) Verify 3x3 — 2x2 + 7x + 8 is a linear combination of x3 —
2x%2 —5x —3 and 3x3 — 5xZ — 4x — 9 in P3(R)

Sol: P(x) =3x3 —2x2+7x+8,Q(x) = x3 —2x2 —5x — 3

and R(x) = 3x3 —5x2 —4x -9

We wish to write P(x) = a;Q(x) + ayR(x), with a; and a; as unknown

scalars. Thus

3x3—2x24+7x +8

=a;(x3 —2x2—=5x—3) + a,(3x3 = 5x2 —4x —9) ... (1)
3x3 —2x2+7x+ 8

= (a; + 3ay)x3 + (—2a7 — 5a)x2 + (—5a1 — 4ay)x +

(—3a; — 9ay)
Equating the co-efficient on both sides, we get
a1+ 3az = 3..(2)
—2a1 — 5az2 = —2...(3)
—S5a1 —4a2 =7 ..(4)
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—3a1 —9a2 =8 ... (5)

Solve (2) and (3)
Q) x2=2a1+6a2=56
3)  —2a1—5a2=-2
Adding a =4

From (2), we get a1 + 3(4) = 3
a1 =3—12
S = -9

From (4), —5a1 —4a2 = 7

(-9)—4(4) =7
45-16=7
29 =7
(4) does not holds good.

=~ P(x) cannot be written as a linear combination of Q(x) and R(x).
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LINEAR SPAN

Definition:
Let V be a vector space over F and S be a non-empty subset of V.
Then the set of all linear combination of the finite subset of S is called the
linear span of set of and is denoted by L(S).
e, L(S) = {a1vy + apvp + -+ v /a; € F,v; € S}
Note:

o L(SCV
o IfS =0,thenL(S)=0.

Definition:
A subset S of a vector space V generates (or span) V,if L(S) =V
Theorem 1.13: Let S be a nonempty subset of a vector space V(F).
1) L(S) is a subspaceyofid/-and S € L(S)
i) if W is a subspace of V such that.S € W, then/L(S) € W
Proof:
1) Let S be a nonempty subset of a vector space V(F).
Letu,v e L(S)and a, B € F.
Then u = aquq + axuy + - + auand v = Bivg + Bavy + -+ Bavn
where ay, ay, ..., &, B1, B2, -, fn € F and

Uq, Uy, ..., Uy, V1, V3 ..., U, € S and also m and n are finite.

u+ v = alau; + auy + -+ + aplly) + B(B1v1 + Bovy + - + Brvn)
aauy + aaguy + -+ aauy + fB1v1 + BBy + o+ BBy, . (1)
assumeaa; = y;; BLi = Ymai aNd v; = w4 in (1), we get

u+ pv

Yiur t+ youy + o+ YmUm + Ym+1Um+1 + Vm+1Um+1 + et Vm+nUm+n

€ L(S)
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u+ fv € L(S)

hence L(S) is a subspace of V.
Let W be a subspace of V such that S € W

have to prove L(S) € W
v EL(S). Thenv = ayvy + apvy + -+ + a, v, Where the a; € F and v, € S

Since S € W, v, vy, ..., v, EW
Since W is a subspace of V, m
a vy +auy + -+ a v, €W

>veW

vELS) >veW
~LS W
Theorem 1.14: Let V be a vector space over a field F.

LetS,T € V. Then
@ScT=L(S) < L(T
(b) L(SUT) =L(S)+ L(T)

(C) L(S) = Sifand only if S is a subspace of V/.

Proof:

(@) Let S € T and v € L(S),

Thenv = aqv; + ayvy + -+ + a,v,, Where v; € S and a; € F.
Now, since S € T, vy, vy, ..., v, ET

Saqv + avy + e+ v, € L(T)

~v €L
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veLS)=>veLT

= L(S) € L(T)
(i Letv e L(SUT)
Thenv = avy + ayvy + -+ ... + a,v, Where vy, vy, ...,v, ESUT and
ay, ay, ..., o, € F. Without loss of generality, we shall assume that
U, V2 e, Un € Sand vypiq, Vs, .V ET

Hence
avy + ayvy + -+ apv, € L(S) and py1Vms1 + @mg2Umaz + - +

anv, € L(T).
vV =avy + ayvy + e+ apvy,
= a1V + U2+ o AU + A1Vl T Ay 2Umyz + 00+ AUy

V€ L(S) + L(T)
VELSUT)>veL(S) + LT

~LSUT) S L(S) +L(T) ...
SinceScSuUTandT € SUT,wehave L(S) S L(SUT)and L(T) € L(SU
T).

=~ their linear sum L(S) + L(T) S L(SUT)... (2)
From (1) and (2),

L(SUT) = L(S) + L(T)

(C) Let L(S) = S.
Since L(S) is a subspace of V. we get S is a subspace V(F).

Conversely let S is a subspace V(F).
We know that S € L(S)... (3).
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Letv € L(S). Thenv = ayvy + apvy + -+ .. +a, v, Where vy, vy, ..., v, €S
and
aq, Ay, ...,y € F

Since S is a subspace of V, ayvy + ayvy + -+, +a, v, €S
le,vVES
VELS)>vES
~L(S)ES..(4)
From (3) and (4), we get

Hence L(S) = S.
Corollary 1.15: L[L(S)] = L(S)
Proof: If S is a subspace of V, then L(S) =S ... (1)

Since L(S) is @ subspace of V, then'LIL(S)] = L(§) = S[ From (1)]
«~ L[L(S)] = L(S)

Example 46. Let S = {(1,2), (2,1)}; V = R2. Prove that V is a linear span of S.
Sol: We know that L(S) € V... (1)
Let us consider (x,y) €V

(x,y) = a1(1,2) + a(2,1) ... (2)

= (ay, 2a1) + (2ay, az)
(x,y) = (a1 + 23,201 + a3)
ar+ 2a2=x...(3)

221+ a2 =y ...(4)
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(3) x2=> 2a1 + 4a; = 2x

(4) => 2a1+ a2 =y
3a; =2x—y

From equation (4)

2a1=y—a

2x-y
2a1=y_%)
__ 3y—2x+y

3

L 4ys2x
3

2(11

2y—x
3

a, =

Sabtitute the values of a4 and a; in (2), we get

2y — 2x —
x(x,y) = (F5—) (12) + (5 @)

Hence (x,y) is a lincar combination of S
s(x,y) € L(S)
We have (x,y) € V = (x,y) € L(S)
=V c L(S) - (5)

From (1) and (5), we get
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L(S) =V

Therefore S gonerates V.

Example 47. Prove that in V2(R), (3,7) belongs to the linear space

((1,2), (0,1))
sol: LetS = ((1,2),(0,1))

v1 = (1,2),v2 = (0,1)
Lat v = (x,y) € L(S)

v =aqvq + a,v;

(x,y) = a1(1,2) + ap(0,1) ... (1)
=(a1, 2a; + ay)
a, = x
2a1 +a; =y
2x+ax=y
a =y —2x

)= (xy) = x(1.2) + (v - 20)(0,1)

we check(3,7) € L(S)

Herex =3,y =7
(1)=(3,7) =3(1,2)+(7—-6)(0,1)
= (3,6) + (0,1)

=(3,7)
which is true.
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(3,7) € L(Sam
Example48. Prove that the vectors (1,1,0),(1,0,1), (0,1,1) generates R3.

Sol:Let S = {(1,1,0), (1,0,1), (0,1,1)}
We know that L(S) € R3... (1)
Letv € R3. Then v = (a, b, ¢)

Letv = a1(1,1,0) + a»(1,0,1) + a3(0,1,1)

(a,b,c) = (a1 + az, a1 + az, a; + az)
a1+ az=a..(1)
ar+az=>b..(2)

az+ a3z =c..(3)

1 1 0 =, a
(1 0 1) (@)= (b
1 1 1 a3 C

[4,B] = [

O R
_ O
__ o
SIS

1 1 O a
[A,B][0 -1 1|b—a] Rz > R2—Ri

0O 1 1 c
1 1 0
0O -1 1
R:—-> R+ R
[002 b_a]3—’3+2
b—a+c

2a3 =b—a+c
1
az =5(b—a+c)

—a2+az3=b—a
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—a2=b—a—as
=b—a—%(b—a+c)

=i(2b—2a—b+a—c)
2

=ltb-a+o
2

1
az =E(a—b+c)
a1 t+a=a
a1 =a—ay
1

a1=a—5(a—b+c)

:E(Za—a+b—c)
2
1

=={a +h—-¢)
2

Substitute the values of a4, ay, a3 in (1), we get

v=L(a+b-0c)(1,10) + %(a —-b+¢)(1,01) + %(b —a+
2

¢)(0,1,1)
# v € L(S)
# R3 € L(S) ... (5)
From (1) and (5), we get
L(S) = R3

Therefore S generates R3.
Example 49. Prove that the polynomials xz 4+ 3x — 2,2x2 + 5x — 3 and —x2 —
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4x + 4 generates P2(R)

Letp(x) =x24+3x—2,q(x) =2x2+5x—-3andr(x) = —x2 —4x + 4
Let S = {p(x),q(x),r(x)}. Then

L(S) € P2(R) ... (1)
Let t(x) € P2(R). Then
t(x) =ax*+bx +c;a,b,c ER
Let t(x) = a1p(x) + azq(x) + azr(x)
=a1(x3+3x —2) + a,(2x2 + 5x — 3) + az(—x2 — 4x + 4) ....(1)
ax? + bx + ¢
= (a1 + 2a, — a3)x?2 + Bay + 5a, — 4az)x + (—2a1 — 3a, + 4a3)
ar+2a2 —az = a... (2)
3a1 + 5a2 —4az =b ... (3)

—2a1 —3az2 +4az =c...(4)

1 2 -1 a
4B)~(3 5 —4 bl)
-2 -3 4

1 2 -1 a

~(O -1 -1 b—-3a)R2—>R2—3R;,R3 > R3+ 2R
0 1 2 c¢+2a

1 2 —1
0 -1 1
Co 0 1 p_za B RstRe
c+b—a

az=c+b—a
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—az—az3=b—3a
—a2=b—3a+ a3
=b—-3a+c+b—a
=2b—4a+c
az=4a—-2b—c
a1+ 2a, —az=a
ay=a—2a; + az
=a—2@a—-2b—c)+(c+b—a)
= —8a +5b+ 3c
Substitute the values.of . agma,,a3 in(1), we get
t(x) = (—8a+5b+ 3c)(x3+ 3x =2) + (4a— 2b— c)(2x2 +'5x — 3)
+(c+b—a)(—x2 —4x+4) € L(S)
~ P2(R) € L(S) ... (5)
From (1) and (5), we get

L(S) = P2(R)
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1.6.1. PROBLEMS UNDER BASIS

Let VV be a vector space with dim(V) = n. Then any basis of IV contains n

elements.
Let 8 be a set with cardinality( number of elements) |3].

o If|B| <nor|B|> n,thenS does not form a basis of V.

e |f B isa linearly independent set in V with |8| = n, then B forms a basis
inV.

Example. Determine whether (1,1,1), (1,0,1) forms a basis of R3

Sol: Since dim(R3) = 3, any basis of R3 contains three elements. Let f =
{(1,1,1),(1,0,1)}. Since B contains two elements, 8 does not form a basis of
R3.

Example 80. Show that the Sets of vectors

{(1,2,1), (3,1,5), (—1,0,1), (1, —1,2)} do not form a basis for V/3(R).

Sol: Since dim(V3(R)) = 3, any basis of V3(R) contains three elements.
Let 8 =1{(1,2,1), (3,1,5), (—1,0,1), (1, —1,2)}. Since S contains four elements,
does not form a basis of V3(R).

Example Verify the vectors (1, —1,2), (1, —2,1), (1,1,4) in R° forms a
basis of R3.

Sol: Let 8 = {(1,-1,2), (1, -2,1), (1,1,4)}

dim(R3) = 3, which is finite.

In R3, any independent set with three elements is a basis of R3.

1 -1 2
LetA=[1 -2 1]
1 1 4
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1 -1 2
lAl=11 -2 1|
1 1 4

=1(-8-1D+14-1+214+2)=0

~ B is a linearly dependent set in R3.

=~ B does not form a basis of R3.

Example. Verify the vectors (1,2,0), (2,3,0), (8,13,0) of R3 is a basis of R3
Sol: Let B = {(1,2,0), (2,3,0), (8,13,0)}

dim(R3) = 3, which is finite.

In R3, any independent set with three elements is a basis of R3.

1 2 0
LetA=[2 3 0]
8 13 0
1 2 0
A|=12 30 o|=0
8 13 0

~ B is a linearly.dependent set'in R

~ B is not a basis of R3
Example Verify the vectors (2,1,0), (—3,-3,1),(—2,1,—1) in R3 basis of R3

Sol: Let B = {(2,1,0), (-3, -3,1), (2,1, —1)}.
dim(R3) = 3, which is finite.

In R3, any independent set with three elements is a basis of R3.

2 1 0
LetA=[-3 -3 1]
-2 1 -1
2 1 0
Al=]-3 -3 1|=-1%#0
-2 1 -1

~ B is a linearly independent set in R3.
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~ [ is a basis of R3.

Example. Check whether the following are basis for the space R3
@) {(1,1, 1), (2,3,4), (41, 1), (0,1, —1)}

(b) {(1,1, -1), (0,34, (0,0, 1)}

(€) {(1,2,0), (0,1, -1)}

Sol:

dim(R3) = 3, which is finite.

In R3, any independent set with three elements is a basis for R3.
@ g ={(11,-1),(234),(41,-1),(01,-1)}

Since S is contains four elements, it is not a basis for R3.

(b) B = {(1,1,-1),(0,3,4), (0,0, —1)}
The set contains three elements

Letv, = (1,15-1),v, = (0,34)yv3 = (0,0,—1)

To prove S is a basis we have to prove.S is a linearly independent.

1 1 -1
LetA=[0 3 4]
00 -1
1 1 -1
Al=[0 3 4]=-3#0
00 -1

~ [ is linearly independent in R3

= B isabasisin R3

(€) B={(120),(0,1,-1)}

Since the set contains two elements, it does not form a basis in R3.

Example 85. Determine {1 + 2x + x2, 3 + x2, x + x2} is a basis for P,(R). Sol:
dim P2(R) = 3, which is finite. In P2(R), any independent set with three

elements is a basis.
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Givenvy=1+4+2x+ x%, vy, = 3+ x4, v3 = x + x2
The vector equation is
av1 + avy + azv3 =10
a1 (1+2x+x2) +a,(3+x2) +az(x +x2) =0
(a1 +3a3) + Qag+az)x+ (a1 +a, + a3)x2 =0

Equating the like terms, we get

a1+ 3a;=0

201 +a3 =0

ai+a;+az3=0

Let A be the coefficients matrix,

1 3 0

A=[2 0"
11 1
1 3 0

Al=[2 0 1]=—-4#0
11 1

the system of homogenous equations have only the trivial solution

a1 =0,a,=0,a3=0

.. U1, U, 13 are linearly independent

Hence v4, vy, v3 is a basis of P,(R)

Therefore {1 + 2x + x2, 3 + x2,x + x2} is a basis over R.

Example 86. Let V = P2(R) and. § = {1,1 + x, 1 + x + x2}. Check whether S

forms a basis in V.
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Sol: dim P2(R) = 3, which is finite.
In P2(R), any independent set with three elements is a basis.

Givenvi=1Lv,=1+x,v3=1+x+ x2

The vector equation is

av1 + avy + azv3=10

(D) +a(1+x)+az(1+x+x2)=0

az + a1+ az +axx +azx +azx? =0x2+0x +0
(az+ a1+ ay) + (ay + az)x + azx2 =0x2+0x+ 0

Equating the like terms, we get

0(3+0(1+a2=0...(1)

az+ a3 =0..(2)

0(3=O
2)=>a2=0
1)=>a1=0

~ B is linearly independent set in P2(R),
Therefore S is a basis in P2(R),
Example 87. If the vectors {u, v, w} form a basis for R3, show that the vectors

{u,u —w,u + v — 2w} also forms a basis for R3.

Sol: dim(R3) = 3, which is finite.

In R3, any independent set with three elements is a basis for R3.
Let $ = {u,v,w}and B1 = {uu —w,u + v — 2w}

Given S forms a basic for R3.

=~ B is a linearly independent set in R3.
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In a finite dimensional vector space, any two bases has same number of
elements.
Also in a finite dimensional vector space, any independent set with number

elements dim (V) is a basis.

To prove B1 is a basis for R3, it is enough to prove B is a linearly independent

set. The vector equation is
au+a(u—w)+az(u+v—2w) =0
au + au — aw + asu + azv — 2azw =0
(a1 +az + az)u+ azv + (—a; — 2a3)w =0

Since u, v and w are linearly independent,

ar+a+a3=0 .5 ...(1)
a3 = 0
az —2a3 =0 ......... ... (2)

2) = —az — 2(0) =0
0(2=O

D=>a1=0
caoutau—w)taz(ut+v—-2w)=0=>a; =0,a, =0,a3=0
~ 1 is a linearly independent set.
Hence 31 is a basis of R3.

Equating the like terms, we get
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=2
a, =3
a3 =4
ay=—7

The coordinate of A relative to the usual basis is (2,3,4, —7).
1.6.2. PROBLEMS UNDER BASIS AND DIMENSION OF A
SUBSPACE

Let W be a subspace of a vector space V over F. To find the basis dimension of

e From W, find linear span of W. Let it be S.

e Check B is linearly independent or not.

o If B is linearly independent set, then S forms a basis in W.
o dim(W) = |B]

Example 91. Find the dimension of the subspace W of the vector space R3 over
RifW ={(a,0,0)/a € R}

Sol: Let v € W. Then

v = (a,0,0) = a(1,0,0)

~ B ={(1,0,0)} spans W.

Any set with one element is linearly independent
=~ B is a linearly independent set in W.

~ B ={(1,0,0)} is a basis of W.
~dim(W) =1

Example 92. Find the dimension of the subspace W of the vector space R3 over
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R, ifW = {(ay, ap, a3)/(2a;— 7a; + az3= 0)}
Sol: W = {(ay, ay, az)/(2a; — 7a,+ az;= 0)}
Given 2a1 — 7a2 + a3 =0

= az3=—2a; +7a,
Letv € W. Then

v = (ay, az, a3)

(a1, az, a3) = a1(1,0,0) + a,(0,1,0) + a3(0,0,1)

= a4(1,0,0) + a,(0,1,0) + (—2a4 + 7a;)(0,0,1)

= a4(1,0,0) + a,(0,1,0) — 2a4(0,0,1) + 7a,(0,0,1)
= (a,0,0) + (0,a,,0) + (0,0, —2aq) + (0,0,7a,)
= (a1, 0,—2ay) + (0,a, 7ay)

= a4(1,0,-2) + a,(0,1,7)

=~ B ={(1,0,-2),(0,1,7)} spans W i.e, L(B) = W
Next we prove that B is a linearly independent set in W.
Consider the vector equation

aiv; + apvy; =0

a1(1,0,=2) + a,(0,1,7) = 0

(ay, ap, —2a; +7a;) =0

>a;=a;=0

~ [ is a linearly independent set in /.
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~ B ={(1,0,-2),(0,1,7)} is a basis of W

Since the basis contains two elements, dim(W) = 2

Example 93. Find the dimension of the subspace W of the vector space F' over
F,ifW = {(a4, ay, a3, a4, as)/a; — az+ a4 = 0}

Sol: W = {(ay, ay, a3, a4, as)/a;— az+ a,= 0}

Givenar —as+as =0
= a4= a3z —aq

Let v € W. Then

V= (alr ap, Az, Ay, a5)
(ali ap, asz, Ay, a5)
= a4(1,0,0,0,0) + a,(0,1,0,0,0) + a3(0,0,1,0,0) + a4(0,0,0,1,0)

= a,(1,0,0,0,0)-+ a»(0,1,0,0,0) + a5(0,0,1,0,0).+ (as — a:(0,0,0,1,0) +
as(0,0,0,0,1)

= 4,(1,0,0,0,0) + a5(0,1,0,0,0) + a3(0,0,1,0,0) + a3(0,0,0,1,0)
— 4,(0,0,0,1,0)

+as(0,0,0,0,1)

= a,(1,0,0,—1,0) + a5(0,1,0,0,0) + a5(0,0,1,1,0) + a5(0,0,0,0,1)
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~ f=a1(1,0,0,-1,0), (0,0, —1,0), (0,1,0,0,0), (0,0,1,1,0), (0,0,0,0,1)} spans
W

e, L(B) =W

Next we prove that g is a linearly independent set in /.

Consider the vector equation

a1V + avy + azvz + agvs =0

a1(1,0,0,—1,0) + a,(0,1,0,0,0) + a3(0,0,1,1,0) + a4(0,0,0,0,1) =0
(ay,ay a3 —a; +as,as) =0

>ai=a;=a3=a4 =0

~ B is a linearly independent set in W.
~ B ={(1,0,0,=1,0), (0,1,0,0,0), (0,0,1,1,0), (0,0,0,0,1)} is_a. basis of W.
Since the basis contains four elements, dim(lW/) = 4.

Example 94. Find the dimension of the subspace W of the vector space F>

overR, if W = {(ay, ap, a3, a4, as)/a,= az= ay, a1+ as= 0}
Sol: W = {(aq, ay, a3, a4, as)/a;= az=as= 0, a1+ as= 0}
Givena: +as =0

= a5 = —aq
Also given a; = az = a4
s~ as=azand a,= a
Let v € W. Then
v = (ay, az, a3, a4, as)
(a1, az as, a4, as)

= 1,(1,0,0,0,0) + a»(0,1,0,0,0) + a3(0,0,1,0,0) + a3(0,0,0,1,0) +

as(0,0,0,0,1)
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= a,(1,0,0,0,0) + a,(0,1,0,0,0) + a,(0,0,1,0,0) + a,(0,0,0,1,0)
— a4(0,0,0,0,1) = a,(1,0,0,0,—1) + a,(0,1,1,1,0)

g = {(1,0,0,0,-1),(0,1,1,1,0)} spans W

e, L(B) =W

Next we prove that g is a linearly independent set in /.

Consider the vector equation

av; + apv; =0

a1(1,0,0,0,—1) + a,(0,1,1,1,0) = 0
(a1, a,az,a2,—a1) = 0
>a;=a;=0

=~ B is a linearly.independent set in .

~ B ={(1,0,0,0,-1), (0,1,1,1,0)} is a basis of W. Since the basis contains two
elements, dim(W) = 2

Example 95. Find the dimension of the subspace W of the vector space R3 over
R, ifW ={(ab,c):2a+3b=c;7c+9b = a}

Sol:

W ={(a,b,c):2a +3b =c¢;7c +9b = a}
Given

2a+3b=c

2a+3b—-—c=0

Also given

7¢c+9b =a

MAS8451-PROBABILITY AND RANDOM PROCESSES

binils - Anna University App on Play Store



binils.com - Anna University, Polytechnic & Schools
Free PDF Study Materials

a—9b—-7c=0..(2)

Solve (1) and (2)

2 3 -1 a
=0
L )

Let 2 3 -1
A=] ]
1 -9 -7

~¢ 3 TR LR R
0 —21 —1/fe7 R~ R

N
0 -21
R(A) = 2 < the number of unknowns = 3

=—42+0

Therefore the system has an infinite number of solutions.

From the last row, we get

—21b—12c =0

—21b =12c

From the first equation, we get
2a+3b—c=0
2a—2k—k=0

7
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Zasz
7

19
a=_k
14

where k is a parameter
w {(19 4k k)}:k € R}
= _k, — —K, '
14 7

_{(19 4
= E,-;,l)k}:kER}

B = (=2 1)) spans W
~ B ={(_,—_, 1)) spans W.
14 7 g

ie, L(B) =W

Any set with ene nom:vector isdlinearly independent

| 19 4 . .
=~ B is a linearly.independent setindy. - B = {(ﬁ' =2, 1)} 8 a basis of W.

Since the basis contains one element, dim(W) = 1

Example(96) Find the dimension of the subspace W of the vector space

Myo(R) over R, if W = {[* Plia+b+c+di=0)
c d

@ b ibtcrdy

c

Sol: W ={|
Given
a+b+c+d=0
d=—-a—-—b—-c..(1)

Let v € W. Then

a b
c d

v=]

]
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® P=art Yanl? e Yaal Y
0 0 O 1 0 0 1

0 0 1 0 1 0
1 0 0 1 0 O
= b
afy P10 L1vel) 0
sp=t 01 11 Py spansw
0O -1 0 -1 1 -1

ie, L(B) =W

Next we prove that g is a linearly independent set in /.

Consider the vector equation

a1V, + av, + azvz3 =0

0 0
all %1+al Yl1tal Ti=o0
0 -1 0 -1 1 -1
[ “1=0

a; —ap—a; —as
>a=a;=a3=0

~ B isaa linearly independent set in W.
1 0,0 1, 0 O

o = ) ) ]
B {[O _1] [0 _1] [1 4

Since the basis contains three elements, dim(W) = 3

} is a basis of W.
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