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Answer all questions

	P art – A	 (10×2=20 Marks)

	 1.	 Define data warehouse metadata.

	 2.	 Name the schemas a multidimensional data model can adopt.

	 3.	W hat is data integration ?

	 4.	 Name the steps in the process of knowledge discovery.

	 5.	W hat is an association rule ? Give example.

	 6.	P resent an outline of frequent pattern growth method.

	 7.	W hat is decision tree induction ?

	 8.	O utline how tree pruning algorithms attempt to improve accuracy.

	 9.	H ow the Euclidean distance between two points or tuples, say, X1 = (x11, x12, ...x1n) 
and X2 = (x21, x22, . . . x2n) is calculated ?

	10.	W hat is a rule-based classifier ?

	P art – B 	 (5×13=65 Marks)

11.		 a)	W hat is lattice of cuboids ? Construct a lattice of cuboids forming a data cube 
for the representation of sales data, according to the dimensions time, item, 
location and supplier.	 (13)

(OR)

	 b)	O utline the typical OLAP operations for multidimensional data with an example 
and relevant diagrams.	 (13)
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12.		 a)	H ow is an attribute normalized ? When is normalization particularly useful ? 
Outline min-max normalization with an example.	 (13)

(OR)

	 b)	W hat is data reduction ? Outline how sampling can be used as a data reduction 
technique with an example.	 (13)

13.		 a)	W hat is correlation analysis ? Outline the steps in correlation analysis using 
lift with an example.	 (13)

(OR)

	 b)	O utline the steps in classification based on multiple association rules with an 
example.	 (13)

14.		 a)	S tate Bayes’ theorem of posterior probability. Outline the steps in Bayesian 
classification with an example.	 (13)

(OR)

	 b)	W hat is a dendrogram ? How to derive clusters from dendrogram ? Outline 
with an example.	 (13)

15.		 a)	W hat is Weka ? Highlight the features of Weka.	 (13)

(OR)

	 b)	 Represent the data presented in the following table a IF-THEN rules, decision 
tree and neural network.	 (13)

Age Income Class
Youth High A
Youth Low B
Middle aged High C
Middle aged Low C
Senior High C
Senior Low C
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	 Part – C 	 (1×15=15 Marks)

16.		 a)	A pply the Apriori algorithm for discovering frequent item sets to the following 
data set :

	 		  Trans ID	 Items Purchased 
			   101	M ulberry, Raspberry, Cherry
			   102	M ulberry, Papaya
			   103	P apaya, Mango
			   104	M ulberry, Raspberry, Cherry
			   105	P assion Fruit, Cherry
			   106	P assion Fruit
			   107	P assion Fruit, Papaya
			   108	M ulberry, Raspberry, Guava, Cherry
			   109	G uava, Mango
			   110	M ulberry, Raspberry
			U   se 0.3 for the minimum support value.	 (15)

(OR)

	 b)	 Consider five points {X1, X2, X3, X4, X5} with the following coordinates as a 
two-dimensional sample for clustering:

		X  1 = (0, 2), X2 = (1, 0), X3 = (2, 1), X4 = (4, 1) and X5 = (5, 3).
		I  llustrate the K-means algorithm on the above data set. The required number 

of clusters is two and initially, clusters are formed from random distribution 
of samples : C1 = {X1, X2, X4) and C2 = (X3, X5).	 (15)
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