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UNIT I
CLASSIFICATION OF SIGNALS AND SYSTEMS

1.1Definition for signal

Any physical phenomenon that conveys or carries some information can be called a signal. The
music, speech, motion pictures, still photos, heart beat, ete., are examples of signals that we normally
encounter in day to day life.

Mathematically, any signal can be represented as a function of one or more independent
variables. Therefore, a signal is defined as any physical quantity that varies with one or more independent
variables,

For example, the functions x(t) and x,(t) as defined by the equations (1.1) and (1.2) represents
two signals: one that varies linearly with time "t" and the other varies quadratically with time *t", The
equation (1.3) represents a signal which is a function of two independent variables “p" and “q",

=0 (1.1)
x,(t) = L8¢ wl12)
x(p.g) =06p + 059 + L1g’ w13}

1.2 CLASSIFICATION OF SIGNALS
The signals can be classified in number of ways. Some way of classifying the signals are,

1. Depending on the number of sources for the signals.
|.One-channel signals
2. Multichannel signals
1. Depending on the number of dependent variables.
|.One-dimensional signals
2, Multidimensional signals
I1I. Depending on whether the dependent variable is continuous or discrete.
1.Analog or Continuous signals

2. Discrete signals

One-channel signals

Signals that are generated by a single source or sensor are called one-channel signals,

The record of room temperature with respect to time, the audio output of a mono speaker, etc.,
are examples of one-channel signals,
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Multichannel signals
Signals that are generated by multiple sources or sensors are called multichannel signals,

The audio output of two stereo speakers is an example of two-channel signal. The record of ECG
{Electro Cardio Graph) at eight different places in a human body is an example of eight-channel signal.

One-dimensional signals
A signal which is a function of single independent variable is called one-dimensional signal.
The signals represented by equation (1.1) and (1.2) are examples of one-dimensional signals.

The music, speech, heart beat, eic., are examples of one-dimensional signals where the single
independent variable is time.

Multidimensional signals
A signal which is a function of two or more independent variables is called multidimensional signal.
The equation (1.3) represents a two dimensional signal.

A photograph is an example of a two-dimensional signal, The intensity or brightness at each point
of a photograph is a function of two spatial coordinates " and “y", (and so the spatial coordinates are
independent variables). Hence, the intensity or brightness of a photograph can be denoted by b(x, y).

The motion picture of a black and white TV is an example of a three-dimensional signal. The
intensity or brightness at each point of a black and white motion picture is a function of two spatial
coordinates “x” and “y", and time “t". Hence, the intensity or brightness of a black and white motion
picture can be denoted by b(x, v, 1).

Analog or Continuous signals

When a signal is defined continuously for any value of independent variable, it is called analog or
continuous signal. Most of the signals encountered in science and engineering are analog in nature. When
the dependent variable of an analog signal is time, it is called continuous time signal.

Discrete signals

When a signal is defined for discrete intervals of independent variable, it is called discrete signal .
When the dependent variable of a discrete signal is time, it is called discrete time signal. Most of the
discrete signals are either sampled version of analog signals for processing by digital systems or output
of digital systems.

1.3 CONTINUOUS TIME SIGNALS

In a signal with time as independent variable, if the signal is defined continuously for any value of
the independent variable time *t”", then the signal is called continuons time signal. The continuous time
signal is denoted as “x(1)".

The continuous time signal is defined for every instant of the independent variable time and so the
magnitude (or the value) of continuous time signal is continuous in the specified range of time. Here both
the magnitude of the signal and the independent variable are continuous.

1.4 DISCREATE TIME SIGNALS

In a signal with time as independent variable, if the signal is defined only for discrete instants of the
independent variable time, then the signal is called discrete time sipnal.
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In discrete time signal the independent variable time “t” is uniformely divided into discrete
intervals of time and each interval of time is denoted by an integer “n”, where "n” stands for discrete
interval of time and “n" can take any integer value in the range - = (0 +<=, Therefore, for a discrete time
signal the independent variable is “n" and the magnitude of the discrete time signal is defined only for
integer values of independent variable *n”. The discrete time signal is denoted by “x(n)".

1.5 SYSTEMS

Any process that exhibits cause and effect relation can be called a system. A system will have an

input signal and an output signal. The output signal will be a processed version of the input signal. A
system is either interconnection of hardware devices or software / alporithm,

A system is denoted by letter H. The diagrammatic representation of a system is shown in fig 1.1.

System
Input signal [-'}r'] . Ouiput signal
or Excitation f LS "or Response

Fig 1.1 : Representation of a system.

The operation performed by a system on input signal to produce output signal can be expressed as,
Qutput = H]Input)

where H denotes the system operation (also called system operator),
The systems can be classified in many ways.

Depending on type of energy used to operate the systems, the systems can be classified into
Electrical systems, Mechanical systems, Thermal systems, Hydraulic systems, etc.

Depending on the type of input and output signals, the systems can be classified into Continuous
time systems and Discrete time systems.

1.6 STANDARD CONTINUOUS TIME SIGNALS

Impulse signal H4

The impulse signal is a signal with infinite magnitude and zero duration,
but with an area of A. Mathematically, impulse signal is defined as,

e

Impulse Signal, §(t) = ®; t=0 and ja‘m dt = A
=0;1=0 s

0 |
The unit impulse signal is a signal with infinite magnitude and zero duration, g 2.1 - hmpulse signal

but with unit area. Mathematically, unit impulse signal is defined as, (or Unit Impulse signal)

Unit Impulse Signal, 8(1) = @ ; t =0 and ‘[Silldt =]
=0;120 -
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Step signal
The step signal is defined as, x(1) & u(t)4
xty=A;tz20
=0;t<0
The unit step signal is defined as,
M) =ut)=1:120

M f—— 1

— e
[

.
i
|

Fig 2.2 : Step signal. Fig 2.3 : Unit step signal.

=0;t<0
Ramp signal
The ramp signal is defined as,
=0 ; 1<0 ?
|
The unit ramp signal is defined as, i
=t ; 120 l Wy
Fig 2.4 : Ramp signal, Fig 2.5 : Unit ramp signal.
=0: t<l
Parabolic signal
Xt} 4 kIl
The parabolic signal is defined as,
i 5Abere ; Y| A—
AT i i
1{1}-T.fm’120 i |
2 E 2 ]
=0 ; t<0 | |
! H
054 b ; - l
! J— : Ly
The unit parabolic signal is definedas, 0 1 2 3 | pa R g
: Fig 2.6 : Parabolic signal,  Fip 2.7 :Uni ic si
[ 1§ gnal.  Fig 2.7 :Unit parabolic signal.
xit]=2--:furt=_'[} ? 7 $
=0 t<0
Unit pulse signal iy
The unit pulse signal is defined as, T
1 1 05 05
() =My =y t+=| -y L= l
& ) { 3] u[ 1] Fig 2.8 : Unit pulse signal.

AllAbtEngg Android Application for Anna University, Polytechnic & School



www.AllAbtEngg.com

Sinusoidal signal
Case i : Cosinusoidal signal
The cosinusoidal signal is defined as,
x(t) = A cos(§3t + §)
where, Q =27F = g_r{ = Angular frequency in rad/sec
F, = Frequency in cycles/sec or Hz
T = Time period in sec

When ¢ =0, x(t) = A cosfQ,t
When ¢ = Positive, x(t)=A cos(Qt+ ¢)
When ¢ = Negative, x(1)=A cos(Qt- ¢)

Case if : Sinusoidal signal
The sinusoidal signal is defined as,
x(t) = A sin(C3t + )

2n
where, (O} =21F, = T = Angular frequency in rad/sec

F, = Frequency in cycles/sec or He
T = Time period in sec
When & =0, x(t) = Asin{l,t
When ¢ =Positive, x(t)=Asin{2t+ ¢)
When ¢ =Negative, x(t) = A sinl{d1 - ¢)

o AN N

= ‘ \V. JAVARVA

3
g

Fig 2.9 : Cosinusoidal JJ:_EML Fl.g 210 : Sinusoidal Jl';gﬂ-ﬂf.
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Exponential Signals
Case i : Real exponential signal
The real exponential signal is defined as,
xty=Ae™
where, Aandb are real
Here, when b is positive, the signal x{t) will be an exponentially rising signal; and when b is negative
the signal x(t) will be an exponentially decaying signal.

x(1)

b = Posilive

t)

b= Negative

Fig 211 : Real exponential signal,
Case ii : Complex exponential signal

The complex exponential signal is defined as,

x(t)= AeW
n
T

F, = Frequency in cyclesfsec or Hz

where, @ =2nF = <= = Angular frequency in rad/sec

T = Time period in sec

The complex exponential signal can be represented in a Imy
complex plane by a rotating vector, which rotates with a P~
i ’ ~ Complex plane
constant angular velocity of £, rad/sec. ’ A
I
The complex exponential signal can be resolved into real [ ary
£ T I '
and imaginary parts as shown below, “ ;  Ral
3 \ /
x(t)= Ae*™' = A (cosCl1 + jsin€ 1) LI

=

= Acos{l;t+ jAsingd,t . o
Fig 2.12 : Complex exponential signal.

. Acosfl;t = Real part of x(t)
Asinf,t = Imaginary part of x(t)

From the above equation, we can say that a complex exponential signal is the vector sum of two
sinusoidal signals of the formcosQt and sin{2,t.
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Exponentially rising/decaying sinusoidal signal
The exponential rising/decaying sinusoidal signal is defined as,
x(t) = Ae® sin)t
2

where, 3 =21F = T Angular frequency in rad/sec

F_ = Frequency in cycles/sec or Hz
T = Time period in sec
Here, A and b are real constants. When b is positive, the signal x(t) will be an exponentially rising
sinusoidal signal; and when b is negative, the signal x(t) will be an exponentially decaying sinusoidal signal.

Al
xt) = Ae®sin [y, Xt X1 = Ae"sin £y,
where, b = Positive ¢ where, b= Negative

Fig 2.13 : Exponentially rising sinusoid. Fig 2.14 : Exponentially decaying sinusoid.
Triangular pulse signal
riangular pulse signa i)
The Triangular pulse signal is defined as 1
{
x(t]=a,{t}=1~u o =a - L
=0 B . H>a Fig 215 ! Triangular pulse signal,
S ignal
ignum sig o
The Signum signal is defined as the sign of the independent variable t. T
Therefore, the Signum signal is expressed as, T
—a
xty=sgo(t) = 1 ; t>0 . _ _
=0 :1=0 Fig 2.16 : Signum signal,
==l :t<i

Sine signal
The Sinc signal is defined as,

, sin
x(t) = sinclt) = -‘-'w'—t ; =< lem

! Fig 2.17 : Sinc signal.
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Gaussian signal 80

The Gaussian signal is defined as,

() = g, (1) = et R - t
Fig 2,18 ! Gaussian signal,

1.7 CLASSIFICATION OF CONTINUOUS TIME SIGNALS

The continuous time signals are classified depending un their characteristics. Some ways of classifying
continuous time signals are,

1. Deterministic and Nondeterministic signals
Periodic and Nonperiodic signals
Symmetric and Antisymmetric signals (Even and Odd signals)

Energy and Power signals

Causal and Noncausal signals

The signal that can be completely specified by a mathematical equation is called a deterministic
signal. The step, ramp, exponential and sinusoidal signals are examples of deterministic signals.

Examples of deterministic signals: x(= Al

X,(t) = X_sinfQt

The signal whose characteristics are random in nature is called a nondeterministic signal. The
nuise signals from various sources like electronic amplifiers, oscillators, radio receivers, etc., are best
examples of nondeterministic signals,

1.7.1 Perledic and Nonperiodic Signals

A periodic signal will have a definite pattern that repeats again and again over a certain period of
time. Therefore the signal which satisfies the condition,

1t +T) = x(1)| is called a periodic signal.

A signal which does not satisfy the condition, x(t + T) = x(t} is called an aperiodic or nonperiodic
signal. In periodic signals, the term T is called the fundamental time period of the signal. Hence, inverse
of Tis called the fundamental frequency, F in cycles/sec or Hz, and 2nF =, is called the fundamental

angular frequency in rad/sec.
The sinusoidal signals and complex exponential signals are always periodic with a periodicity of T,
1 2n

where, T = — = — The proof of this concept is given below,
F, 0,

Proof:

o] Cosinusaidal signal
let, i) =Acosidt
S+ T) = Acosfly(14+T) = Acos((lf+,T)

ﬂﬁnzﬁgnz,f—u

= A ﬂ,l+21—nT]

= Acos(fl;1+ 21) = Acos(lt = x(1) cosld + 2xl = cosd
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b Sinusoidal signal
Let, i = Asinf
ol + T = Asingdy {1+ T) = Asin{2,! + 02T}
. Eﬂ ’ = i =2—r.
=Asinlﬂ'u1-'-—T~I] (g =2efy = <
= Asin(f1,1+25) = Asinl, ) = 1)
¢} Comphax exxponential signal
let, xifj = Aa"'

i
o Mt T e AN o p gl T g ghl g'T ' _ g gl gt
= b e lcos2n + sin2z)= A ™ (4]0 ==l

tosZn=ldn2n=10

Verify whether the fallowing continuaus time signals are periadic, i periodic, find the fundamental pariod.
"L
a)x{t) = 2 cos % b)x(t)=e" ; ax1 c)xl)=e 7 d)x{t)=3cos (5!1-%] )] x{l}=cm'(2|—%]

Solution

a) Given that, x(t)= 2cos %
The given signal is a cosinusoidal signal, which is always periodic.
On comparing x{t) with tha standard form *A cos 2nF I* wa gat,

1 1
EEFDEI = Fn='a-;l-

; 1
Paricd, T= — =
T 3 Br
;. K1) is pariodic with period, T = 8~
b} Glhven that, x(t) =" ; o > 1
Al +-T)=a""T
= & a-T
Foranywvalue of o, @7 = 1 andso x(t+ Ti=x{1)
Since x(t + T) = x(l}, the signal x(t) is non-parocdic.
T
c) Given that, xt) = & 7
Tha given signal is a complex expanential signal, which is always periodic.
On comparing x(t) with the standard farm = A g-PFa'=
We get, F, = %

; 1
. Paroid, T= - =7
Fa

- uit) is parlodic with period, T= 7.
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d) Given that, x(t) = 3cnn[5t+ %]

The given signal is a cosinuseidal signal, which is always periodic,

LRt + T = ams[sn YT+ %} = s::m{sl £ 85T+ %} % 3cm{[s: 5 %] ¥ 57]

Let 5T=2x, A ! 2?11:
Lot + T :3\:05{[514- E]+ 5 x 2?“} =3::g[[51+ %J + 23]
For integer values of M,
= accu{st + ﬂ] = x(f) cos{0 + 21M) = cosd
6

2
Sinee x{t + T) = x(1). the signal x(t) Is pariodic with pariod, T = ?n

e) Given that, x(t) = m‘i[m 1 g]

1 +cos2{2| - %] 1+ cm[dl - %“]

t] = 2(21 — i] = =
x: ] e 3 2 2 cm;“:l 1+ cos28
2
1+°°9(4[1+ﬂ—2—“] 1+co:{4l+-ﬁ-ﬂ]
LEE+T) = ) _ 3
2 2
2n
1+ cus{iu— = 4‘F]
B 2
R 2, 5T el
; 4 2
1+ cas(#l .. + 4 x E] 1+ cus[[#l - %‘] + Err.]
LSEE+T) = 23 2 = >

1+ coe[-ﬂ . 1+ cunz(ﬂl - 5]
B 3 = 3 = msz[El = 'n"] = x{t}
2 2 3

1 Forinteger values of M,
Since x(t + T) = x(1), the signal x(t) Is periodic with peried, T = ) cos (8 + 22M) =cos 0
EXAMPLE:2
{b) Giventhat, x()=2cos3t+3sinTt
Let, x,(t) =2 cos 3t
Let T, ba the periodicity of x, (). On comparing x,(t) with the standard form "A cos 2zF 1", we get,
3 1 2n
Fy = —; s Period, Ty = =— = —
"= 2t AR g

Let, x.(t)=3&in T
Lel T, be the periodicity of x,{1). On comparing x,(1) with the standard form "A sin 2zF ", we get,

7. - Perl L 2

Fﬂnﬁ' ..Pﬂmﬂ.Tg—Fm 7
T 1 2n T T
L} 1. = 1.1
oW, m R mep g
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Determine the pericdicity of the following continuous time gignals.

(8) ) = 2c08 % +dcm 27m (b} x()=2cos 3t +3sin Tt (c) xit) = 5 cos 4t + 3 sin Bxl
Solutlon
(8 Given tha, x()= 2c08 221 + Scou 21

Let, x,(1) = 2¢cos -2-;3'—

LatT, be the periodicity of x (t). On comparing x, (1) with the standard form A cos 2=F 1", wa get,

1 1
Fl]l = E | 2~ Period, T'I = F“ =3
Lel, x,{l) = 3cos %

Let T, b the periodicity of x,(t). On comparing x,{t) with the standard form “A cos 2sF ", we gel,

4
Fg;—:;. P&ﬂﬂdT;—F; 7
Nm\r. IL = E
Ts 7
Sinca x (1) and x}{tl are pariedic, and the ratio of T, and T, |s a rational number, the signal x(t) Is also periodic.
Let T be the periodicity of x(t). Now the panudmltynht[l}lsiha LEM ( Least Comman Multiple) of T, and T,, i.0., LCM
of 3and 7, which I3 21,
;, Period, T= 21

2:':|t+T} i 23Et+T} ¥ B{zm EnT] ‘{2111 EaT]

Proof: x(t + T) = 2cos

-2 Etf 2!‘! % 21 2:'![ Er: « 21
s Put, T=21
2zt
= 2‘:05{— + 14:1] + 3003[T + Ert]
on 2t Forinteger values of M,
= 2cos Tr: + dcos =i x() cos(B + 2tM) = cosd

Since x,(t) and x. (1) are periodic and the ratio of T, and T, is a rational number, the signal x(t) s also periodic. Lat
T be the periodicity of x(t). Now the pariodicity of x(t) is the LCM (Least Common Multiple] of T, and T, , which is

calculated as shown below.
T Note : To find LCM, first convert T, and T,fo inlagers
Sl R S T by multiplying by a common number. Find LCM
P S of integer values of T, and T,. Then divide this
T, e bl 3 LCM by tha comman numbet.

Mow LCM of 7 and 3 is 21

Period T= 21+ 20 2 21x 25 22

2 21
Proof: x(t+T)=2cos 3(1+T)+3ein7(t+T)
=2cos(3t +3T) + 3sin(7t+ 7T)
=2¢0s{31+3 x 21) + 35in (71 + 7 % 2n) Foragervaluss o,
=2cos(3t +Br) +3sin(70+ 14n) cos(f+ 2aM) = cosl
=2c08 3+ 35k 7t = x{) sin(@ + 2rM) = 5inf
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(e) Given that, x(t)=5cos 4=t + 3 sin Bat
Let, x,(1) = 5 cos 4=t
Let T, be the paricdicity of x,(1). On comparing x,(1) with the standard form "A cos 2zF 1", we get,

Foym2: - Pericd, T, = Fl - %
(3]

Let, x,(1) =3 gin Brt
Lel T, be the pariodicity of x,{t). On comparing x,{1) with the standard form “A sin 2aF t", wa get,
; . =R S |
Fs = 4 ~, Peried, Ty Fe 4

L T T S T
T, T 1

Since x, (1} and (1) are periodic and the ratio of T, and T, is a rational number, the signal x{t) is also periodic. Lal
T be the periodicity of x(1). Now, the panodicity of x(t) is the LCM (F.nasmommnn Multiple) of T, and T, which Is calculated

as shown below.
Telalwtss Note : To find LCM, first convert T, and T,to infegers
tTe 2 by multiplying by & common number. Find LCM,
1 q of infeger values of T, and T,. Then divide fis
Tz i i 4=1 LCM by the common numbar.

MNow LCMof 2 and 1is 2.

SPeiod ToZsa4 a2y ~u o

4 2
Proof: x(t+T)=5cos4a{t+T)+ 3sinBat+T)
=5 cos{4nt + 4nT) + 3 sin{Bnt + BaT) 3
Put, T==
= 5':!)5[4:1+4nx—'—]+35h[ant+3na—1—] 2
2 2
For integer values of M,
= 5cos (4=t + 2n) + 3 sin {8rt + 2r) cos(th 2nM) = cosd
=5cos 4xt + 3 8in Bat = x(t) Sin(@ + 2xM) = sind

1.7.2 Symmetric (Even) and Antisymmetric (Odd) Signais

The signals may exhibit symmetry or antisymmetry with respect tot = 0.

‘When a signal exhibits symmetry with respect to t = 0 then it is called an even signal. Therefore,
the even signal satisfies the condition, x(-t) = x(t).

When a signal exhibits antisymmetry with respect to t = 0, then it is called an odd signal. Therefore,
the odd signal satisfies the condition, x(-t) = —x(t).

Since cos(—0) = cosB, the cosinusoidal signals are even signals and since sin(—8) = —sin®, the
sinusoidal signals are odd signals.
x(1)

x(t)= A cosQt XV x(t) = AsinQt

Fig 2.19a : Symmerric or Even signal. Fig 2.19b : Antisymmetric or Odd signal.
Fig 2.19 : Symmetric and antisymmetric continuous time signals.

A continuous time signal x(t) which is neither even nor odd can be expressed as a sum of even and
odd signal.
Let, x(1) = x_(0) + x,(1)
where, x.(t) = Even partof x(t) and x_ (1) = Odd part of x(t)
Now, it can be proved that,

x (1) = %[x(t) + x(-1)]

X, (1) = %[x(t) - x(-0]
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Let xifl = >IN «+ >

On replacing t by —1 in eguation [2.7) we get,
xi—1) = x_{—1 + x_{—1

Since > i) s even, x_—1) = > im

Since x M s odd. > (1) = — x_ i1

Hence the eqguation (2.2} can be written as.
xi—1} = > (1) — x_in

On adding equations (2.1} & (2.3} we get,
=it + x{-—N = 2 x_in

~ox ) = %[xm - x‘l-ﬂ]

On subtracting eguation (2.3) from equation [2.1) we get,
x(f) — x{—1) = 2 >x_(0

ki) = %[xtﬂ — xi—-n]
The properties of signals with symmetry are given below without proof.-
1. When a signal is even, then its odd part will be zero.
2. When a signal is odd, then its even part will be zero.
3. The product of two odd signals will be an even signal.
4, The product of two even signals will be an even signal,
3. The product of an even and odd signal will be an odd signal,

Example
Determine the even and odd par of the following continuous lime signals.
a) x(t) =& b) x{t) = 3 + 21 + 5t° c) x(t) = sin 2t + cOS t + Sin t cos 21
Solution

a8) Glven that, x(t)=a'

Loty =at
_ 1 RPN I S
Even pan, x,(1) = EIM{H x(=1)] Etﬂ e™]
1 1. .. -1
Odd pan, x (t) = E[::u: - x(-t)] = E[a -e’]

b) Given that, x(t) =3 + 2t + 51
Jox{=1) = 3+ 2(=1) + 5=
=3-21+5¢F

Even parl, x (1} = %[:[l] + x(-1)] = %|3 + 21 + 51° 4+ 3 - 2t + 57

=%IE+1{}I[‘ZI=3+5'F

Odd pan, x,{l) = %[:(t] - x-1)] = %IS + 2t + 51 - 3 + 2t - 57

1
=S4 = 21
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¢) Given that, x(t}=sin2t+cost+sintcos 2t
200=1) =sin 2(-1) + cos(~1) + sin{~1) cos 2{~t)
=-48in 2t +cos 1 —sintcos 2

Evenpart, x (1) = %[x{thu{—l}] = %[stna +co51 + sintcos 21 — sin2t + cost - sintcos 2

1
= —[2cost] = cost
EI | =
Qdd part, x(l) = -%[x{t:l - %(-t)] = -;-[nina +cost+sintcos2l + sin2t - cost + sinlcos 2]

%{2 sin21 + 2sinteos 2] = sin2 + sin1cos 2

1.7.3 Energy and Power Signais

The signals which have finite energy are called energy signals. The nonperiodic signals like
exponential signals will have constant energy and so nonperiodic signals are energy signals,

The signals which have finite average power are called power signals. The periodic signals like
sinusoidal and complex exponential signals will have constant power and so periodic signals are power
signals.

The energy E of a continuous time signal x(1) is defined as,

&

Energy, E = Lt I |x(0f dtin joules
-1

The average power of a continuous time signal x(t) is defined as,

:
Power, P= Lt % _[ [ drin wnn.q]

For periodic signals, the average power over one period will be same as average power over an
infinite interval.

L

1
=, For periodic signals, power, P = % J x@f’ dt
o

For energy signals, the energy will be finite (or constant) and average power will be zero,
For power signals the average power is finite (or constant) and energy will be infinite.

i.e., For energy signal, E is constant (i.c., 0 <E< =) and P=0.
For power signal, P is constant (i.e., 0 <P <) and E= %,

Proof :
The energy of a signal x(1) is defined os ,

T
2
E= 'L“:Jp‘m] dt
-1
The power of a signal is defined as |
1 7 2 1 T 2
s sr s U e e
Using equation (2.4), the equation (2.5) con be wriften as,
1
R e gy X E
In equation (2.6, When E = constant,
1
P=Ex '_L.l' if
T BB L R

2xw
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From the above analysis, we can say that when a signal has fine anargy the power will be zero. Also, from tha above
analysis we con say that the power i finte only when energy is infinie,

Example
Determine the power and energy for the following continuous time signals.

a) xi(t) = e uft)

byx(t) = e (23]
o) ®(t) = 3cosS0t
Solution
a) Given that, x(t) =e-* u(t)
Here, x(t) =e*u(t); forallt
SRty =e s fortz0

jrlnufm =_Iﬂa**|}rdt = :[{a"‘]zcn = _:[e"ut = [f:;]:

(-2

Since energy Is constant and power s zero, the given signal |s an energy signal,

b) Given that, x(t) = -j{m:‘]

£
2

Here, () = a'[ 9 -1 .-:[EH%J

oty = 1
jh{lfdt:roudt-[t]:T =T+T=2T

T
Energy. E= Lt [Rofot = U 2T=w
=T

T
1 2 1
Power, P = Lt E_[II“H dt = rl_'.[.u‘z? = 2T = 1 wall

Since power is constan! and enargy is infinite, the given signal is a power signal.
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¢) Given that, x(t)=3cos5(1,t
T 1 1 T
J|xml’at = J (Jacossagf)’ ot = J' |{3m5nnn’|dt = J[ammni)’m
-T -T =T =T

T 1
. Igmzmﬁt dt = 9”'*“‘““2' t]m m?a:@
=T =T
9 ¢ o[, sintony |
sin
= = | {1+cos100,1) dl = —[n ]
2_.[ 2| "o, |,
_ E{T , sintonT _[_T+ smmur-nH
2 100, 100,
g — smu%r
== + 0 = =
=5 {ET 2 o0, } 3 2T+2_E_1g_“ nganﬂuzT"
T
9 T 9 T For intagar M
e 2| T4 ——5in20n | m 2| 2T4 ——x0 | = OT ;
z[ Tl } 2[ AT } sinaM =0

T
Enorgy, E = Lt Jpcmi’ = U oTe
-T

T
1 2 1 8
F'DBI‘,P=U-—-II!!I=|._I—E‘T= It ==
" T=s 2T —TM“ Tas ETI Toaw 2

= 4.5 walls

[ IR

Since energy is infinite and power is constant, the given signal is a power signal.

1.7.4 Causal, Noncousal and Anficausol Signals
A signal is said 1o be causal, if it is defined for 12 0.
Therefore if x(1) is causal, then x(t) =0, fort < 0.
A signal is said to be noncausal, if it is defined for either t <0, or for both t £0 and t > 0.
Therefore if x(1) is noncausal, then x()=0, for t<0,
When a noncausal signal is defined only for t 0, it is called enticausal signal.

Examples of causal and noncausal signals

Step signal, xty=A itz
Unit step signal, Mti=uiti=1 ;t20

Causal signals
Exponential signal, x(t) = A e ull)

Complex exponential signal, x(t)= A" u(f)

Exponential signal, x(t)=Ae* ;forallt
_ Noncausal signals
Complex exponential signal, x(t)=Aef™ ;forallt

I Note : On multiplying a noncausal signal by u(t), it becomes causal,
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1.8 SYSTEMS AND ITS CLASSIFICATION
Classification of Continuous Time Systems

The continuous time systems are classified based on their characteristics. Some of the classifications
of continuous time systems are,

1. Static and dynamic systems

2, Time invariant and time variant systems
3. Linear and nonlinear systems

4. Causal and noncausal systems

5. Stable and unstable systems

6. Feedback and nonfeedback systems
1.8.1 Static and Dynamic Systems

A continuous time system is called static or memoryless if its output at any instant of time t
depends at most on the input signal at the same time but not on the past or future input, In any other case,
the system is said to be dynamic or to have memory.

Example ;
yill = o xi ;
Stalic systems
il = Dl + 6 520
yit) = toul + 3 it} }
Dynomic systems
yifl =l + 3l - 2)

1.8.2 Time Invariant and Time Variant Systems
A system is said to be time invariant if its input-output characteristics does not change with time,
Definition : A relaxed system ‘H is time invariant or shift invariant if and only if
x(t)—"—>y(t) implies that, x{t — m)—— y(t—m)
for every input signal x(t) and every time shift m.

Le., in time invariant systems, il y(t) = Hix(t)} then y(t-m)= G’-f[l(t - m)}.

Alternative Definition for Time Invariance

A system ‘H is time invariant if the response 1o a shifted (or delayed) version of the input is

identical to a shifted (or delayed) version of the response based on the unshifted (or undelayed) input.

The diagrammatic explanation of the above definition of time invariance is shown in fig 2.41.

— t
x(t) W At —m) JT-l v (1)
Input signal i Delayed input _I—ll ~ Response for
System delayed input
xit) 1 ¥ | y.it)
P Delay :
Input signal =} Response for == Delayed
System  yndelayed input response

If y (t) = v.(t) then the system is time invariant

Diaggrammatic explanation of time invariance.
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Procedure to test for time invariance
1. Delay the input signal by m units of time and determine the response of the system for this
delayed input signal. Let this response be v (1).
2. Delay the response of the system for unshifted input by m units of time, Let this delayed
response be y ().
3. Check whether y (1) = y,(t). If they arc equal then the system is time invariant.
Otherwise the system is time variant,

Example

State whather the following systems are time invariant or not.

a) y(ty = 2t x(1) b} y{t) = x({t} sin20xt ¢} yit) = 32() d) yit) = x{-1)
Solution

a) Given that, y(t) = 2t x(t)

Test 1 : Response for delayed input
%1 i_II:IuI-a At -mj I_I'H" ¥, ith=2t x{t -m)
Input signal = Detayedinput  —J Response for
System delayed input
Test2 : Dolayed response
x(H) [ =20y e y,{t) =2 (t—m) x{t - m)
Input signal Responsefor  L——1 Delayed response

Systom undelayed inpud

Conclusion : Hera, y (i)« y,(t), therafora the system is fime variant

b) Glven that, y(t) = x(t) sin20xt

Test1: Response for delayed input
x(t) ¥%(t-m) y,(t) = x(t - m) sin20nt
Inputsignal g bl Defayed inpul il Rasponse for
Syslem detayed input
Test2: Delayed rasponse
x(t) o7 =X sin20nt ooy vl =x(t- m) sin20st - m)
Input signal Response for Delayed response

Syslem o delayed input

Conclusion : Here, y (1) = y,{t), therefors the system is time variant.
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c) Given that, y(t) = 3x(t’)

Test 1 : Response for delayed inpul
1(1) Jooay |—=m = y, (1) = 3 X(F - m)
Input signal 1 Delayedinpmt L— Response for
System delayed input
Test2: Delayed response
x(t) T[ yit) = 3x(F¥) m ¥, () = 3 x({t - m}F)
Input signal L—"_| Responsafor L— 1 Delayed respongs
System | jelayed input

Conclusion : Hara, y,(t) = y,(t), theretora the systom is time vanant.

d) Given that, y(1} = x{-t)

Test 1: Response for delayed input
x(1) lml X({t —m) I?[ ¥, ()= %=1 -m)
Iput signal i Delayedinpet Lt 1 Response for
Syslem delayed input
Test 2 : Delayed response
x(1) —}f1 yit) = xi-1) w .t} = x(={t —m))=x{-1+m)
Input signal L~ Responsetor  —o Delayed response
System undalayed input

Conclusion : Here, y it} = y.(t), therefore the systemis ima variant.

Example
State whether the loliowing systems are time invariant or not.

ayth=2e" by =x)+C  cy=3c)  WO=x0+ZZL el =x0+ [xmer
Solution
a) Given that, y(t) =2 ™
Test 1:Response for delaved input
x{t) W x(t —m) ITI yiith= 2 @™
Input signal —J Deayedinput L—1 Respanse for
System delayed input
Test 2 : Delayed response
() o7 —i=2ev oo y,(t)= 2™
Input signal L— | Responsefor L—1 Delayed respanse

System | delayed input
Conclusion : Hara, y,{t) =y, (), tharefora the system is time invariant.

19
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b) Given that, y({t)=x(t)+C

Test 1: Response for delaved inpw
uit) ‘IDal_ayll %(1—m) |T| v =x(t-m)+C
Input signal | Delayedinput L—1 Response for
System delayed input
Tast 2 : Delayed response
x(t) ?I yith =zt + C ITlayI yitl= ®t-m)+C
Input signal L= | Responsefor L——1 Delayed response

SYSIEM | ncietayed input

Congclusion: Here, y,(t) =y, (1), therefore the system is time invariant,

c) Given that, y{t) = 3x7(t)

Test 1 : Response for delayed input
x(1) ey == y it = 3t —m)

Inpul signal L1 pelayedinput L—1 Response for

System delayad input

Test 2 Delayed response
x(1) Jar L m=3n e ylt) = 3(t ~ m)
Input signal L—  Response for — Delayed response
System | odelayed input
Conclusion : Hera, y,(t)=y.(1}, therelore the system is time invariant.
d) Given that, y(t)= x(t) + d—:-l[-t-]—'
: I i
dxf{t-m
x(t 1 st n=xe-m s m
« Delay - - =
Input signal — Delayedinpuit L=— Responsa for
System delayed input
Test 2 : Dolayed responge
dxit) dxft—m)
" . yit) = xlt) + —— ¥all) = x(t-mj + ————
e e T .
L esponse for
System undelayed input Delayed respanse
Concluslon : Here, y,(t} =v,l(1), therefore the system is time invariant,

20

AllAbtEngg Android Application for Anna University, Polytechnic & School



www.AllAbtEngg.com

) Glven that, y(t)=x(t)+ J‘ x(1) dt

Test1: Besponse for delayed input
x(1) Moy lXt-m =+ o) = xtt =) + [ ity o
Input signal . Delayed input Fls'wst—ei Response for
Test 2 ; Dolayed response
yith = o) + | xft) ct 1) =t —m) = | x{t —m) ct
x(1) 7 I (Yl = x(t-m) xt-m)
Iinput signal L= Responsefor === Delayed response

System undelayed input

Conclusion : Here, y, (1) =y (1), therefore the system is tme invariant.

1.8.3 . Linear and Nonlinear Systems

A linear system is the one that satisfies the superposition principle.

The principle of superposition requires that the response of a system to a weighted sum of the
signals is equal to the corresponding weighted sum of the responses to each of the individual input signals,
Definition : A relaxed system H is finear if

Hia, x (1) + a,x,()} = a, Hix (1)} + a, Hix,(0)}
for any arbitrary input signal X (1) and x.(t) and for any arbitrary constants a, and a,.

If a relaxed system does not satisfy the superposition principle as given by the above definition, the
system is nonlinear. The diagrammaltic explanation of linearity is shown in fig. 2.42.

x,(1) [~ ax it
1

k20 X0 E Hiax (1) +ax1)

x(1)
: R~ ax ()

%2
U Hix0} i a, Hix 0}
Sl | 4__',-*

3 Hix o} = a,Hix )

xAt) m‘?{ln:{t)l I a,Hixm)
Ml | [

The system, H is linear if and oaly if, ‘H-lnl X0+ x (i) =n Hix iy + a, '.Hr{xl.ftﬂ
Fig 2.42 : Diagrammatic explanation of linearify.

Procedure to test for linearity
1. Let x,(t) and x,{t) be two inputs to the system H, and ¥,(t) and y.(t) be the corresponding responses.

2. Consider a signal, x,{t) = a x (1) + a,x,(t) which is a weighed sum of x (1) and x,(1).

3. Let y.(t) be the response for x.(t).

4, Check whether yitl=a, yl{t) +a,y,(1). If equal then the system is linear, otherwise it is nonlinear,
21
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Example

Test the following systems for linearity.

a) yit) =1 x{t), b} y(t) = x(t), c) yit) = x(t), d) y(t) = Ax(t)+B, e) yit) =e",
Solution

a) Given that, y(t) =1t x(t)
Lat H'be the system operating on x(t) to produce, y(t) = Hix{t)} = tx{t).
Consider two signals x, (t) and x (1).
Lety.(t) and y,(t) ba the response of the system Hlor inputs x,(1) and x,(1) respeclively.
¥ 0 =Hix ) =1, 1)
i =Hxm=tee) (2)
Let x(t) =a,x,{1) +a,x{t). [ﬁ&"iiﬁé&r'&'&ﬁiﬂﬁ'&iaﬁ of inputs: 'i'ji} anu_xﬁ|
Let y.(t) be the response of the system H for input x(t).
“ ¥ = HEx () = Hia,x, (1) + &,x,(t)
= &, x,(t) = ax,(th=atx/(l)+alx(t)
= &yl +a y,ith
Since, ¥yt =&, y,(t) + &,y,(t), the given system is linear.

Using equations (1) and (2)

b) Given that, y{t)= x(t%)
Let H be the system operating on x(1) 1o produce, y{t) = Hix(t)) = x(19),
Conslder two signals x, (1) and x.{1}.
Let y,{t) and y,{t) ba the response of the system H for Inputs x,(1) and x,(t} respectively.
ooy, =Hix 0} = % (B {1}
v =Hie W= 19 wenl)
Let x,(t) =a,x, (1) +& %1, :al‘:'ll_naa_rmlnalm of inputs x, (1) and x,(1) |
Let y,(t) be the response of the system H far input x (1),
590 = Hikg) = Hia, w0+ 2, x0)
= (@, x,(F] + a5t
= ay it +a vy
Since, y,(t =a,y, (1) + &,y,{1), the given system is linear.

E'I.Jsdng aquations (1) and (2)

c) Given that, y(t) = x*(1)
Let *H be the system operating an x(1) 1o produce, y(t) = Hix(h} = x{1).

Consider two signals x_(t) and x,(1).
Let y, (1) and y.{1) be the response of the system H for inputs x,(t) and x.{1) respectivaly.
v, = Hix ) = x () o)
yat) = Mix (0} = x5() ()
Let xit) =a, = (1) +a,x.(1). [ A linear combination of inputs x, (1) and x,(1)|
Let y,{t} be the response of the system H far input x1).
Ly = Hpg) = H a )+ a (0] = (a) ) + a, x(t)?
=aj i) + a2 x5 + 23, a, i) (N
=af yi{t) + a3 yo(t) + 23,3 x,(1) %, (1) Using equations (1) and (2)|

Here, yv.(ti=a, vy (t) +a y(t). Hence the given system is nonlinear,
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d) Given that, y(t) = A x{t) + B,
Let # be the system operating on x(t) to produce. yit) = Hixit)} = A x{t) + B.
Gonsider two signals x, (1) and xi1).
Lety,it) and y,(1) be the respanse of the system H for inputs x,(t) and x,(1) respectively,

Sy = Hx =A@ (1)
Yo = Hix b= Axf) + B )
Let x,{t) =a, x,(1) +a,x,(1). A linear combination of inputs x,{t) and x.{t}

Lat y,(1) bothe respense of the system H for input ().
~ ¥l = Hix, ()= Hl a,x () + a,x, (1)}
=Alaxh+ ax)+B = Aax(+A axl) +B
=a, Ax(t)+a. Ax(l) +B
=a,(y,) ~B)+a () -B) +B ‘Using equations (1) and (21|

Here, y.(th=a, y.(t) + &, y,(t). Hence the given system is nonlinear.

e) Glven that, y(t)=e~"
Let H be the system operating on x(t) to produce, y(t) = Hix(t)} =e™.
Consider two signals x_(t) and x,{t}.
Lety,(t) and y.(1) be the rasponse of the system Hor inputs x,(1) and x,(t) respactively.

Yyt =Hix, () = e M)
ot} = Hix (1)) = gratt d®)
Let x,(t) =&, x, (1) +a,x.(1). A linear combination of inputs x,{t) and x,(1)

Let y,(t) be the response of the system H for input x,(t).
Syt = Hixg = Hl a0 + a,x,0}

=a1l|l||l|-il.1]zlt|3 - @y it] nliaiﬁl

={Eu1m)h l:nuamlh = [5"1“}]“ [‘J’zm]’“ E@_éﬂ__lﬂﬁﬁﬂﬂmﬂ@l

Hara, y,(t}=a, y,(t) + & y,(t). Hance the given system is nonlinear.

Example
Test the following systems for linearity.
= dx(t) ity dy(t) =
alyith = 4xl) + 2 —= by + 2=+ 3yl =kl
Solution
dxt)

a) Given that, y(t) = 4x() + 2 ==

Let ‘H be the system cperating on x(t) to produce, y(t) = Hix(Dl = 4 x(t) + 2 %
Consider two signals x, (t) and x,(1).
Let y,(t) and y,(t) be the response of the system H tor inputs x,(t) and x,(t) respectively.

dx,(t)

ol = HxW) = ax) + 2 == (1)
B — @
Let x(t) =a,x (1) +a,x). :E linear combinalion of inputs x,(1) and x,{1) |

Let y,(t) be the response of the system H for input x.{1).
ooyl = Hixg(t)
= 4 xy(t) + 2 ax, (0
ot
= d(a, x,{1) + a, x,(1)) + 2 g—l-(a, x(t) + a; x,(10)
= da, x,(1) + da, x,(t) + 2a, 51%1:_‘1 . d::;m
- dx,(t) d. (1) ) B
- a,[_-i x(t) + 2 et ] + az[d 201 + 2 s Umngmwlm

= ay ¥(t) + a; y,(1)
Since, y () =a, v (1) +a,y,(1), the given system is linear,

AllAbtEngg Android Application for Anna University, Polytechnic & School

23



www.AllAbtEngg.com

b) Given that, %}9 ‘2 %" + 3y() = x{t)

Let H be the system operating on (t) to produce, y(t).
Consider two signals x,(t) and x,(t).
Lety,(t) and y,(t) be the responsa of the system H for inputs x,(t) and x,(t) respectively.
When the input s x (t), the response is v, (t). Hence the system equation for the input x,(t) can be written as,
i |, 5 Gl
Tt dt
When the input is x(t), the response is y,(t). Hence the system equation for the input x,(t) can be written as,

$3yM=x00 )

2,
ddytzgm +2 _d_Y_dQ'LQ +3p=x0 (2)

A linear combination of inputs x,(t) and x,(t) |

Let, x(t) =a, x,(t) +a,x(t).
Let, y,(t) be the response of the system H for input x,(t).
When the input is x,(t), the response s y,(t). Hence the system equation for the input x(t) is given by,
F0 |, 5 Il .
P +2 - + 3y,(t) = x,(t) e 3)
Let us multiply equation (1) bya,.

2,
L8 d—:;;m + 2a, %‘9 +GayM=ax0 (4)

Let us multiply equation (2) by a,.

a, dzzgm +2a dym(t) 3‘1 Yzm =a, xzm ..... (5)

On adding equation (4) and (5) we gel,

i
o, 4

DD 22, 2 4 ga g+ 3y D50 1 20, B0 4,0 2 30 4 3

H
:_tg[ﬁ yift) + &, yofl)] + 2 i[ll yill) + 8 y(0] + Ja, yl + a; y,(t] = &y xiit) + &y x,(1) ....(6)
On comparing equations (3) and (8) we can say that,

it %t =a, () +a,xt), theny, ) =a,y,0) + &y,
Henca the sylem isiinear,

1.8.4 Causal ond Noncausal Systems

Definition : A system is said to be eansal if the output of the system at any time t depends only on the
present input, past inputs and past outputs but does not depend on the future inputs and outputs.

If the system output at any time t depends on future inputs or cutputs then the system is called a
noncausal system.

The causality refers lo a system that is realizable in real time. It can be shown that an LTI system
is causal if and only if the impulse response is zero fort< 0, (i.e, h{) =0 fort < 0).

AllAbtEngg Android Application for Anna University, Polytechnic & School



www.AllAbtEngg.com

Example
Test the casuality of the following systems.
ajyit = x(l) - xit-1) byt = xit) +2 %(3=1) €) yit) =t x(1)
1 3
Gyl = xt) + [x eyl = X0 + [x() Dylt) = 200 + %
o a
Solution

a) Given that, y(t) = x{t) - x(t-1)

Whent=0,yi0)=x{0)-%(-1) =  Theresponseatt=0,1e., y(0) depends onthe
present input x(0) and past input x(=1).

Whant=1,y{1)=x{1)=-x{0) =  Tharesponsaati=1,ie. y[1)dependsonthe
present input x(1) and past input x(0).

From the above analysis we can say that for any value of 1, the syslem outpul depends on present and past inputs.
Hence the system is causal,

b) Given that, y(t)=x{1) + 2 x(3-1)
Whent==1y{=1)=x(-1) +2x4) = The respanseatt =—1,1.8., y(- 1) depends onthe
present input x(= 1) and future input x(4).
Whent=0, y(0) =x(0)+2x(3) = The response at1=0, i.e., y(0) depends on the
present input x(0) and future input x(3).

Whent=1, y{1) =x{1}+2x(2) = The response att=1,i.e., y(1) depends on the
presant input x{1) and future input x(2).
Whent=2 yi2) =x({2)+2x(1) = The rasponse att = 2, i.e., y(2) depends on the

prasent input x(2) and past input x{1).

Fromthe above analysis we can say that for k< 2, the system output depends on present and future inputs. Hance
the system is noncausal.

¢) Given that, y(t) =t x()
Whent=0,y(0)=0xx(0) = The respanse att =0, i.e., y(0) depends on the present input x(0).
Whent=1y(1)=1xx(1) = The responseatt=1,|.a,, y(1) depends on the present input x{1),
Whant=2, y(2)=2x () = The response att=2, i.e., y(2) depends on the present inpul x{2).

From the above analysis we can say that the respansa for any valua of t depends on the prasent input, Hence the
systemis causal,

d) Given that, y{t) = x(1) + jxm d
o

1
yit) = x(t) + Jx{?»}dl = xit) + [0, = (0 + 2{1) - 2(0), where, z(%.) = jxm dn
a

Whent=0, y(0)=x{0)+2(0)-20) = Tharesponse att=0, L.e., y{0) depends on present input.
Whent=1, y(D)=x{(l)+z(1)-#0) = Theresponsealt=1,le., y(1)depends on present and past input.
Whant=2, y(2)=x(2)+z(1}-=z(0) = Theresponseatt=2, i.e., y(2) depends on present and past input.

From the above analysis we can say that ihe respanse for any value of | depends on the present and past input.
Hence the syslem is causal.
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ki
e) Given that, y(t) = x(t) + [x(.)di
o

=]
¥l = x{t) + _["{“ dh= x(t) + [2m)]) = x(t) + 2(30) - 2(0), whare ztl}zjxll} dh,
L

Whent=0, y{0)=x(0}+z{0)- 2{(0) = Theresponse at1=0,i.e., y{0) depends on present input.
Whant=1, y(1)=x(1)+2{3) - 2(0) = The response alt=1,l.e., y(1) depends on present, past and future inputs.
Whent=2, y(2) =x(2) + z(6) - 2(0) = The response att=2, i.0., y(2) depends on presont, past and future inputs.

From the above analysis we can say that the response fort = 0 depends on the present, past and future inputs.
Hence the system is noncausal.

1) Given that, y(t) = 2x(t) + %

_ dx(t)
¥it) = 2x(t) + o

X -x(t-

= 2x(1) + ;..I-‘t : i ah {Using definition of differentiation, refer section 2.4.6)

In the above equation, for any value of t, the x(1} is presant input and x(t-At) is the past inpul.

Therefore we can say that the response for any value of t depends on present and past input. Hence the system
Is causal,

Example
Test the causality of the following systems.
a) yit) = x(t) + 3 x(t + 4) b) yit) = (%)
) y(t) = x{21) d) yit) = x(~1)
Solution

a) Given that, y(t)=x(t) + 3 x{t+4)

When t =0, w(0] = x{Q) + 3 x{4) = The response at t =0, i.e., v(0) depends on the
present input x{0) and future inpul x(4).

Whent= 1, y(1) mx{1) + 3 %(5) = Tha response att = 1, i.e., y{1) depands on the
present input x{1) and future input x(5).

From the above analysis we can say that the response for any value of t depends on present and future inputs.
Hence the system is noncausal.

b) Given that, y(t) = x(£)

Whent=-1; y{-1) =x({1) = The response al | = =1, depends on the future inpul x{1).
Whent=0 ; y(0)=x{0) = The response at t = 0, deponds on the present input x{0).
Whent=1 ; y(1}=x(1) = The response att =1, depends on the present input x(1).
Whent=2 ; yi2)=x(d) = The response att = 2, depends on the future input x(4).

From the above analysis we can say that the response for any value of | (exceptt =0 & t = 1) depends on future input.
Hence the systemis noncausal,

c) Given that, y(t) = x{21)
Whent==1 ; y{-1)=x(-2) = The response att ==1, depands on the past input x(=2).
Whent=0 ; yi0) =x(0) = The response at { = 0, depends on the present input x{0).
Whent=1 ; w{1) =x(2) = The response att = 1, depends on the future Input x(2).

From the above analysis we can say that the response of the system for t = 0, depends on future input. Hence the
gyslam is noncausal. !
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d) Given that, y(t) = x{-t)
Whent=-2 ; y(-2) =x(2) = The raesponse att =-2, depends an the future input x(2).
Whent==1 ; yi=1} =x(1) = The response alt =-1, depands on the future input x(1).
Whent=0 ; y{0} =x(D) = Tha rasponse att = 0, depands on the presant input x(0).
Whent=1 ; y{1) =x{-1) = The response alt =1, depends on the past input x(—1).
From the above analysis we can say that the response of the system fort < 0 depends on future input. Hence the
system is noncausal.

1.8.5 $table and Unstable Systems

Definition : An arbitrary relaxed system is said to be BIBO stable (Bounded Input-Bounded Output
stable) if and only if every bounded input produces a bounded output.

Let x(t) be the input of continuous time system and y(1) be the response or output for x(t).

The term bounded input refers to finite value of the input signal x(t) for any value of t. Hence if
input x(t) is bounded then there exists a constant M, such that [x(t)] =M _and M <o, for all 1,

Examples of bounded input signal are step signal, decaying exponential signal and impulse signal.

Examples of unbounded input signal are ramp signal and increasing exponential signal.

The term bawnded outpuf refers to finite and predictable output for any value of 1. Hence if output
¥(t) is bounded then there exists a constant M, such that |y(t) <M, and M <, forall t.

In general, the test for stability of the system is performed by applying specific input. On applying
a bounded input to a system if the output is bounded then the system is said to be BIBO stable,

Condltion for Stability of an LTI System

For an LTI (Linear Time [nvariant) system, the condition for BIBO stability can be transformed to
a condition on impulse response, h(t). For BIBO stability of an LTI continuous time system, the integral
of impulse response should be finite.

= [In(l dt <, for stability of an LTI system.

Example
Test the stablity of the following systems.
a) y(t) = cos (x(t)) b) y(t) =x(-t-2) e) y() =t x()

a) Given that, y(t) = cos (x(t))
The given system is a nonlinear system, and so the test for stability should be performed for specific Inputs.

The value of cos Olies between -1 to +1 for any value of 0. Therefore the output y(t) is bounded for any value of input
x(t). Hence the given system is stable.

b) Given that, y(t) = x(-t-2)
The given system is a time variant system, and so the test for stability should be performed for specific inputs.

The operations performed by the system on the input signal are folding and shifting. A bounded input signal will remain
bounded even after folding and shifting. Therefore in the given system, the output will be bounded as long as input is bounded.

Hence the given system is BIBO stable.
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c) Given that, y(t) =1x(1)

The given system is a time variant system, and so the test for stability should be performed for specific inputs.

Case|: Let x(t) tends to« or constant, as t tends o infinity. In this case, y(t) =t x(t) will be infinity ast tends to inifnity
and so the system is unstable.

Caseji: Lot x(t) tends to 0, as ttends to infinity. In this case y(t) = t x(1) will be zero ast tends to infinity and so the
system s stable.

1.9 INVERSE SYSTEM

Inverse System and Deconvolution

Inverse System

The iniverse system is used to recover the input from the response of a system. For a given system,
the inverse system exists, if distinct inputs to a system leads to distinet outputs. The inverse systems exist
for all LTI systems. Consider an amplifier with gain “A". When we pass the output of the amplifier
through an attenuator with gain *“1/A" then the output of the attenuator will be same as that of input of the
amplifier. Therefore the attenuator with gain “1/A™ is an inverse system for the amplifier with gain “A",

The inverse system is denoted by HIf x(t) is the input and y(t) is the output of a system, then
w(t) is the input and x(t) is the output of its inverse system.

x(t) 5. ¥(t) ¥t} - wit)=xit)

Fig 2.46a : System. Fig 2.46b : Inverse sysfem
Fig 2.46 : A svsiem and its inverse svstem.
Let hit) be the impulse response of a system and h'(1) be the impulse response of inverse system.
Let us connect the system and its inverse in cascade as shown in fig 2.47.
Identity system

x(t) Ey LA o wit) = x(1)
L .

Fig 2,47 : Cascade connection of ¢ system and fis inverse,
Now it can be proved that,
h(t) = b'(t) = &1)

Therefore the cascade of o system and its inverse is the identity system.
Deconvolution

In an LTT system the response y(t) is given by convolution of input x(1) and impulse response h(t).

Le., yit) = x(t) = hit)

The process of recovering the input signal from the response of a system is called deconvolutian.

Alternatively, the process of recovering x(t) from w(t), where v{t) = x(t)*hit), is called deconvolution.
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1.10 PROPERTIES OF IMPULSE SIGNAL

Properties of impulse Signal

Property-1: T&(t)dt 3 |

Proof ;

Cuuldaramrmpuboﬁgdﬂlldwm A2 ‘and" h.m van uuhmmhlgw
Nowhplbdwd hﬁntdas,

1
Pt - — stsAz
iy .lll K 0

y -0 ,Q>M

Mhmmmhmn&
& o 5(!) - u P“' :‘:‘:‘

mmumwmm

jslnd j u mm =, u jp.uw-

'H-'.::_“ [t]:‘ - u —[u. =

Property-2: [ x(t) 8(t)dt = x(0)
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je;(mjmaann:_m

Property-3: [ x(t) 8(t—t,) dt = x(t,)

-0

Property-4: Tx(k) S(t=2A) dA = x(1)

3 3

2 cuw-hmwumm j xdmf .M'
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SUMMARY

1. An analog signal is a continuous function of an independent variable,

2. When the independent variable of an analog signal is time 't' then the analog signal is called continuous
time (CT) signal.

3. In a continuous time signal the magnitude and the independent variable are continuous.

4. The sinusoidal and complex exponential signals are always perodic.

5. The sum of two periodic signals is also periodic if the ratio of their fundamental periods is & rational
number.

6. A signal which is neither even nor odd can be expressed as a sum of even and odd signals.

7. Periodic signals are power signals and nonperiodic signals are energy signals.

8. The power of an energy signal is zero and the energy of a power signal is infinite.

9. The causal signals are defined only fort = 0.

10. The noncausal signals are defined for either t= 0 orall &.

11. Ideally, an impulse signal is a signal with infinite magnitude and zero duration.

12, Practically, an impulse signal is a signal with large magnitude and short duration,

13, The homogenous solution is the response of a system when there is no input, whereas the particular
solution is the response for specific input,

14. The free or natural responsc is the response of the system due to initial stored energy, whereas the forced
response is the response due to a particular input when there is no initial energy.

15. The response (or total response) of an LTI system is the sum of natural and forced response.

16. The response of a static system depends on present input whereas, the response of a dynamic system
depends on present, past and future inputs.

I7. The dynamic systems require memory whereas the static systems do not require memory.

18, In time invariant systems the input-output characteristics do not change with time.

19. In time invariant systems, if a delay is introduced either at input or at output, the response remains same.

20. Linear systems will satisfy the principle of superposition.

21. In lincar systems, the response for weighted sum of inputs is equal to similar weighted sum of individual
responses.

22, In causal systems, the response depends only on past and present values of inputs/outputs.

23. In noncausal systems, the response depends on future inputs/outputs,

24. In stable systems, for any bounded input, the output will be bounded.

25. The present output of o feedback system depends on past outputs,

26. The response of an LTI system is given by convoelution of input and impulse response.

27. The unit step response of an LTI system is given by the integral of its impulse response,

28. The convalution operation satisfies the commutative, associative and distributive properties.

29. When LTI systems are connected in coscade, the overall impulse response is given by the convolution of
individual impulse responses.

30. When LTI systems are connected in parallel, the overall impulse response is given by the sum of its
individual impulse responses.

31, The inverse system is used to recover the input from the response of a system.

32, The cascade of a svstem and i1s inverse is the identity system.

33. The deconvolution is the process of recovering input from the response of a system.
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